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Abstract

To date closed form solutions for optimal finish time and job allocation are largely

obtained only for network topologies with a single load originating (root) proces-

sor. However in large-scale data intensive problems with geographically distributed

resources, load is generated from multiple sources. This paper introduces a new

divisible load scheduling strategy for single level tree networks with two load origi-

nating processors. Solutions for an optimal allocation of fractions of load to nodes

in single level tree networks are obtained via linear programming. A unique schedul-

ing strategy that allows one to obtain closed form solutions for the optimal finish

time and load allocation for each processor in the network is also presented. The
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tradeoff between linear programming and closed form solutions in terms of under-

lying assumptions is examined. Finally, a performance evaluation of a two source

homogeneous single level tree network with concurrent communication strategy is

presented.

Key words: Divisible loads, Grid scheduling, Multiple sources, Optimal

scheduling, Tree networks

1 Introduction

The problem of minimizing the processing time of extensive processing loads

originating from a multiplicity of sources and being processed on a multiplicity

of nodes presents a challenge that, if successfully met, could foster a range of

new creative applications. Inspired by this challenge, we discuss in this paper

a representative scheduling model and solutions for two sources distributing

load into a grid of a finite number of processors. Almost all work to date on

divisible load scheduling has involved models with a single nodal source of

load.

Our intent is not to propose one model to ”fit all” problems but rather to

indicate some of the modeling possibilities involving divisible load and more

than one source of load. Certainly other models with a variety of assumptions

are possible but this is beyond the scope of this paper whose purpose is to

propose a foundation for further elaboration.
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A growing literature on grid scheduling has appeared over the past several

years. Some representative work is now discussed. There is work on general

architectures in [1]. Prediction involving local grid scheduling [2], queue wait

times [3] and variance [4] have been studied. The decoupling of computation

and data scheduling is the subject of [5]. Grid scheduling research has involved

such features as multiple simultaneous requests [6], memory consciousness [7],

fault tolerance [8], incentives [9] and biological concepts [10]. A report on

scheduling experiences with parameter sweep applications appears in [11]. A

study showing a comparison of grid scheduling algorithms for coarse grain

independent tasks appears in [12].

The mathematical theory of divisible loads is uniquely suited to serve as a basis

for analytically modeling and solving grid scheduling problems in its ability to

capture both computing and communication in a single model. Divisible load

theory [13,14,15] is characterized by the fine granularity and large volume of

loads. There are also no precedence relations among the data elements. Such

a load may be arbitrarily partitioned and distributed among processors and

links in a system. The approach is particularly suited to the processing of

very large data files in signal processing, image processing, experimental data

processing, grid computing and computer utility applications.

There has been an increasing amount of study in divisible load theory since

the original work of Cheng and Robertazzi [16] in 1988. The majority of these

studies develop an efficient load distribution strategy and protocol in order

to achieve optimal processing time in networks with a single root processor.

The optimal solution is obtained by forcing the processors over a network

to all stop processing simultaneously. Intuitively, this is because the solution

could be improved by transferring load if some processors were idle while
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other are still busy [17]. Such studies for network topologies including linear

daisy chains, tree and bus networks using a set of recursive equations were

presented in [16,18,19] respectively. There have been further studies in terms

of load distribution policies for hypercubes [20] and mesh networks [21]. The

concept of equivalent networks [22] was presented for complex networks such

as multilevel tree networks. Work has also considered scheduling policy with

multi-installment [23], multi-round algorithms [24], independent task schedul-

ing [25], fixed communication charges [26], detailed parameterizations and

solution reporting time optimization [27] and combinatorial optimization [28].

Recently, though divisible load theory is fundamentally a deterministic theory,

a study has been done to show some equivalence to Markov chain models [29].

There is a limited amount of literature on divisible load modeling with multiple

sources. A 2002 paper on multi-source load distribution combining Markovian

queueing theory and divisible load scheduling theory is by Ko and Robertazzi

[30]. In 2003 Wong, Yu, Veeravalli and Robertazzi [31] examined two source

grid scheduling with memory capacity constraints. Marchal, Yang, Casanova

and Robert [32] in 2005 studied the use of linear programming to maximize

throughput for large grids with multiple loads/sources. In 2005, Lammie and

Robertazzi [33] presented a numerical solution for a linear daisy chain network

with load originating at both ends of the chain. Finally, Yu and Robertazzi

examined mathematical programming solutions and flow structure in multi-

source problems in 2006 [34].

A word is in order on the type of load distribution examined in this paper.

Two types of load distribution, sequential and concurrent, have been studied

in the literature to date when there is a single nodal source of load. Sequential

distribution, where a node can only distribute to one child at a time, has
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received the majority of study. Under concurrent load distribution, load is

distributed to all children simultaneously.

Sequential load distribution is implicit in bus networks and makes sense there

and in tree networks when the output port hardware is capable of only se-

quential distribution. In fact sequential distribution leads to interesting op-

timization problems involving finding the best load distribution order that

minimizes solution time and maximizes speedup. If it can be supported by

output port hardware, concurrent load distribution [35,36] has a higher the-

oretical throughput than sequential distribution. In fact concurrent load dis-

tribution makes practical sense for large grid applications, such as the new

ATLAS physics experiment at CERN. With voluminous amounts of experi-

mental data being distributed from the CERN site in Switzerland to other

continents, one would like all of the links to these distant sites to operate si-

multaneously to boost the utilization of facilities. One would be hard pressed

trying to explain to one’s manager why sequential distribution, with only one

link active at a time, should be implemented in this context.

The organization of this paper is as follows. In section 2, the system model

used in this paper is discussed. The analysis of the optimal finish time in

single level tree networks for concurrent communication strategy is presented

in section 3. Section 4 presents the respective performance evaluation results

in terms of finish time. Finally the conclusion appears in section 5.
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2 Two Root Processors System Model

In this section, the various network parameters used in this paper are presented

along with some notation and definitions. The network topology discussed in

this study is a tree network consisting of two root processors (P1 and P2) and

N − 2 child processors (P3, ... , PN) with 2(N − 2) links as shown in Figure

1. It will be assumed that the total processing load considered here is of the

arbitrarily divisible kind that can be partitioned into fractions of loads to

be assigned to each processor over a network. The two root processors keep

their own fraction of loads (α1 and α2) and communicate/distribute the other

fractions of loads (α3, α4, ... αN) assigned to the rest of processors in the

network. Each processor begins to process its share of the load once the load

share from either root processor has been completely received.

The load distribution strategy from a root processor to the child processors

may be sequential or concurrent. In the sequential load distribution strategy,

each root processor is able to communicate with only one child at a time. How-

ever, in the case of concurrent communication strategy, each root processor

can communicate simultaneously/concurrently with all the child processors.

The latter communication strategy can be implemented by using a processor

which has a CPU that loads an output buffer for each output link. In this

case it can be assumed that the CPU distributes the load to all of its output

buffers at a rapid enough rate so that the buffer outputs are concurrent.
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z13 z1N
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z14 z24

root processor 1 root processor 2

Fig. 1. Single level tree network with two root processors.

2.1 Notations and Definitions:

Li: Total processing load originated from root processor i, (i = 1, 2).

αi: The total fraction of load that is assigned by the root processors to child

i.

α1i: The fraction of load that is assigned to processor i by the first root pro-

cessor.

α2i: The fraction of load that is assigned to processor i by the second root

processor.

αi = α1i + α2i, i = 3, 4, ..., N.

ωi: A constant that is inversely proportional to the processing speed of pro-

cessor i in the network.

zi: A constant that is inversely proportional to the speed of link i in the net-
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work.

z1i: A constant that is inversely proportional to the speed of link between the

first root processor and the ith child processor in the network.

z2i: A constant that is inversely proportional to the speed of link between the

second root processor and the ith child processor in the network.

Tcp: Processing intensity constant. This is the time it takes the ith processor

to process the entire load when ωi = 1. The entire load can be processed

on the ith processor in time ωiTcp.

Tcm: Communication intensity constant. This is the time it takes to transmit

all the processing load over a link when zi = 1. The entire load can be

transmitted over the ith link in time ziTcm.

Ti: The total time that elapses between the beginning of the scheduling pro-

cess at t = 0 and the time when processor i completes its processing,

i = 1, ..., N . This includes communication time, processing time and idle

time.

Tf : This is the time when the last processor finishes processing.

Tf = max(T1,T2, . . . , TN).
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One convention that is followed in this paper is that the total load originating

at the two root processors is assumed to be normalized to be a unit load. That

is,

L1 + L2 = 1.

3 Optimal Scheduling Strategies

The load scheduling strategies presented here target finding solutions for op-

timal finish time (make-span) and job allocation in single level tree networks

with two root processors. Most previous load scheduling strategies in divisible

load models can be solved algebraically in order to find the optimal finish time

and load allocation to processors and links. In this case optimality is defined

in the context of the specific interconnection topology and load distribution

schedule used. An optimal solution is usually obtained by forcing all proces-

sors to finish computing at the same time. This yields an optimal solution as,

intuitively by contradiction, if there exist idle processors in the network, load

can be transferred from busy processors to those idle processors [17]. This

section covers some representative load scheduling strategies for single level

tree networks with two root processors. A brief mention of a single level tree

network with one root processor is also presented in order to find and compare

the performance improvement.
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P1

P2

a1w1Tcp

a2w2Tcp

computation

communication Tf

Tf

concurrent

P3
      a3w3Tcp

Tf

PN aNwNTcp

Tf

  aN zNTcm

   a2z2Tcm

   a3z3Tcm

Fig. 2. Timing diagram for a single level tree network with a single root processor

and concurrent communication.

3.1 Single Level Tree Network with Single Root Processor and Concurrent

Communication

A single level tree network with a single root processor consists of N processors

and N − 1 links. All the processors are connected to the root processor via

communication links. The root processor, assumed to be the only processor

at which the load arrives, partitions a total processing load into N fractions,

keeps its own fraction α1, and distributes the other fractions α2, α3, . . .

, αN to the N − 1 child processors respectively. The root processor in the

network is equipped with a front end. That is, the root can compute its own

fraction of load and communicates the rest of the load to each of its children

simultaneously. Each processor begins computing immediately after receiving

its assigned fraction of load and continues without any interruption until all

of its assigned load fraction has been processed. In this case each processor
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begins to compute its fraction of load at the moment that it finishes receiving

its data.

The process of load distribution in a single level tree network with a single

root processor is shown in Figure 2 using Gantt-chart-like timing diagram.

The communication time is shown above the time axis and the computation

time is shown below the time axis.

The set of equations for finding the minimum finish time can be written as:

α1ω1Tcp = α2z2Tcm + α2ω2Tcp (1)

α2z2Tcm + α2ω2Tcp = α3z3Tcm + α3ω3Tcp (2)

αiziTcm + αiωiTcp = αi+1zi+1Tcm (3)

+ αi+1ωi+1Tcp

αN−1zN−1Tcm + αN−1ωN−1Tcp = αNzNTcm (4)

+ αNωNTcp

The fractions of the total processing load should sum to one.

α0 + α1 + α2 + ... + αN−1 + αN = 1 (5)

The above set of recursive equations can be used to solve the optimum fraction

of loads (α′is) that should be assigned to each of the processor. In this case

there is an equal number of equations to the number of unknowns, hence the

solution is always unique. The majority of research in this area has assumed a

single root processor like that presented in this section. The following section
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describes a load distribution strategy for this network topology with two root

processors which is the main focus of this paper.

3.2 Single Level Tree Network with Two Root Processors and Concurrent

Communication

Two generic techniques for solving linear divisible load schedule problems are

linear programming and linear equation solution. Linear programming has the

advantage of being able to handle a wide variety of constraints and producing

numerical solutions for all types of linear models. Alternately one can often,

though not always, set up a set of linear equations that can be solved either

numerically or, in special cases, analytically. Analytical closed form solutions

have the advantage of giving insight into system dependencies and tradeoffs.

Furthermore, analytical solutions, when they can be realized, usually require

only a trivial amount of calculation.

In this section a representative two source problem with linear programming

solution is discussed. In section 3.3 further assumptions are made to achieve

a typical closed form solution.

The network topology considered here is a tree network with two root pro-

cessors and N − 2 child processors. In this case, it is assumed that the total

processing load originates from the two root processors (P1 and P2). The

scheduling strategy involves the partitioning and distribution of the process-

ing loads originated from P1 and P2 to all the processors. The load distribution

process proceeds as follows: the total processing loads originated from P1 and

P2 are assumed to be L1 and L2 respectively. Each root processor keeps some
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P1 T1

P2

P3 T3

T2

 a13z13Tcm

 a14z14Tcm

P4
T4

 a14w4Tcp  a24w4Tcp

 a13w3Tcp  a23w3Tcp

 a23z23Tcm

 a24z24Tcm

 a2w2Tcp

 a1w1Tcp

 a1Nz1NTcm

 a2Nz2NTcm

PN
TN

 a1NwNTcp  a2NwNTcp

Fig. 3. Timing diagram for a single level tree network with two root processors and

concurrent communication.

fraction of the respective processing load for itself to compute and distributes

the remaining load simultaneously to the child processors. The timing diagram

shown in Figure 3, shows the load distribution process discussed above. The

figure shows that at time t = 0, the processors are all idle. The child proces-

sors start computation only after completely receiving their assigned fraction

of load from either of the two root processors.

Now the equations that govern the relations among various variables and pa-

rameters in the network can be written as follows:
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T1 = α1ω1Tcp (6)

T2 = α2ω2Tcp (7)

T3 = (α13 + α23)ω3Tcp + min(α13z13Tcm, α23z23Tcm) (8)

TN = (α1N + α2N)ωNTcp + min(α1Nz1NTcm, α2Nz2NTcm). (9)

As it was mentioned earlier, since total processing load originating at the two

root processors is assumed to be normalized to a unit load, the fractions of

the total processing load should sum to one as:

L1 + L2 = 1 (10)

α1 + α2 + α3 + ... + αN−1 + αN = 1 (11)

Since

L1 = α1 +
N∑

j=3

α1,j (12)

L2 = α2 +
N∑

j=3

α2,j (13)

The normalization equation given above can also be written in terms of the

fraction of loads as:

α1 + α2 +
N∑

j=3

α1,j +
N∑

j=3

α2,j = 1 (14)

As it can be seen from the timing diagram shown in Figure 3, all processors

stop processing at the same time, thus we have:

T1 = T2 = T3 = . . . = TN
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Based on the above set of equations, one can write the following set of N − 1

equations:

α1ω1Tcp = α2ω2Tcp (15)

α2ω2Tcp = α3ω3Tcp + α13z13Tcm (16)

α3ω3Tcp + α13z13Tcm = α4ω4Tcp (17)

+ α14z14Tcm

αN−1ωN−1Tcp + α1N−1z1N−1Tcm = αNωNTcp (18)

+ α1Nz1NTcm

As it can be seen from the above set of equations, there is a smaller number

of equations than the number of unknowns. Another N − 2 equations can be

written by setting up relationship between the fractions of loads within each

child processor as:

α23z23Tcm≤α13(z13Tcm + ω3Tcp) (19)

α24z24Tcm≤α14(z14Tcm + ω4Tcp) (20)

α2Nz2NTcm≤α1N(z1NTcm + ωNTcp) (21)

In this case, there will be 2N − 1 equations (including the normalization

equations) and 2N − 2 unknowns. This will lead us to a linear programming

problem with the objective function that minimizes the total processing time

of the network. In this case the objective function will be:

Minimize:
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Tf = α1ω1Tcp (22)

Subject to:

α1ω1Tcp - α2ω2Tcp = 0

α2ω2Tcp - α3ω3Tcp - α13z13Tcm = 0

α3ω3Tcp + α13z13Tcm - α4ω4Tcp - α14z14Tcm = 0

.

.

αN−1ωN−1Tcp + α1N−1z1N−1Tcm - αNωNTcp - α1Nz1NTcm = 0

L1 - α1 -
∑N

j=3 α1,j = 0

L2 - α2 -
∑N

j=3 α2,j = 0

α23z23Tcm - α13(z13Tcm + ω3Tcp) ≤ 0

α24z24Tcm - α14(z14Tcm + ω4Tcp) ≤ 0

α2Nz2NTcm - α1N(z1NTcm + ωNTcp) ≤ 0

αi ≥ 0

The first set of equations enforce the constraints that all processors should

stop processing at the same time for the optimality condition. The inequality

set of constraints state that the child processors do their computation without

any interruption. The last equation is that the fractions of the assigned load

should be positive. Finally, the objective function is to minimize the total

processing time needed to process the loads originating from the two root

processors.
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3.3 Illustrative Example - Scenario for a Closed Form Solution

In this section we present an example of a scheduling strategy that may result

in a closed form solution. We drive the expression for the minimum process-

ing time from the communication and processing speed parameters. We also

show that in the resulting expression it is possible to analytically eliminate the

processing speed yielding a simplified expression for the minimum processing

time. In order to obtain a closed form solution the following assumptions can

be made regarding the load distribution strategy:

- The two root processors start to communicate with all of the child processors

at the same time.

- For the same child processor, P1 terminates communication before P2.

- Each child processor starts processing after completely receiving its fraction

of load received from either root processors.

- All processors are equipped with front-end processors, so that they will be

able to communicate and process their respective load shares at the same time.

- The total communication and processing time of the fraction of load dis-

tributed by the first root processor (P1) to each of the child processors is

equal to the communication time needed to distribute the respective fractions

of load by P2 to each child processor. This can be achieved by controlling the
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transmission duration of P2. Thus,

α2iz2iTcm = α1i(z1iTcm + ωiTcp).

where i > 2.

Though these assumptions are sufficient to produce closed form solution, one

can argue over their realism. For instance, one would have a more general

problem if children could receive load in any order, not a prefixed one. How-

ever, this problem is beyond the scope of this paper. Our purpose here is to

demonstrate the type of assumptions in a typical problem that have to be

made to achieve a closed form solution, realizing that in some cases some of

these assumptions may be overly restrictive. However, a linear programming

model and solution generally involves fewer assumptions (i.e. constraints) and

thus may be preferable to a closed form solution with more, possibly limiting

assumptions.

The process of load distribution for this situation is shown in Figure 4.

Using the above set of equations and since for i > 2,

αi = α1i + α2i, one can solve for α1i and α2i in terms of αi as:

α1i = kiαi (23)

α2i = (1− ki)αi (24)

where ki = z2iTcm/ri, and ri = z1iTcm + z2iTcm + ωiTcp.

All the above set of equations can be used to find the αi’s (i = 2, 3, ..., N) in
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terms of α1 as:

α2 = (ω1Tcp/ω2Tcp)α1 (25)

α3 = s3α1 (26)

αi = siα1 (27)

where si = (ω1Tcpri)/(ωiTcpri + z1iTcmz2iTcm).

Now using the normalization equation, one can solve for α1 as:

α1 = 1/(1 + (ω1Tcp/ω2Tcp) +
N∑

i=3

si) (28)

The scheduler (P1) will use the value of α1 to obtain the amount of data that

has to be processed by the rest of the N − 1 processors in the network.

The minimum processing time of the network will then be given as:

Tf = ω1Tcp/(1 + (ω1Tcp/ω2Tcp) +
N∑

i=3

si) (29)

For a homogeneous network with ω = 1 and Tcp = Tcm =1, the minimum

processing time Tf approaches to 1/(Ns) as the number of processors N is

made to be increasingly large. To see this result analytically, one can start

from the expression:

α1 = 1/(1 + (ω1/ω2) +
∑N

i=3 si).

Now as N is made to be large, α1 approaches 1/(2 + Ns) and since N >> 2

and N >> 1/s, the expression for the minimum finish time will then corre-

spondingly be reduced to 1/(Ns).
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Fig. 4. Timing diagram for a single level tree network with two root processors and

concurrent communication : Scheduling for closed form solution.

4 Processing Finish Time (Make Span) Results

This section presents the plots of finish time vs. number of processors in a

single level tree network with two root processors. The results are obtained

by using linear programming with the objective function of minimizing the

total processing time. In this case a homogeneous network is considered to

study the effect of communication and computation speed variations and the

number of processors on the total processing time.

In Figure 5, the finish time is plotted against the number of processors in the

network for different inverse bus speeds, z1 which is the communication link

between the first root processor and the child processors. The communication

link between the second root processor and the child processors is set to be
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Fig. 5. Finish time versus number of processors, for two root sources single level

homogeneous tree network and variable inverse bus speed, z1, (first root processor

links).

fixed to z2 = 1.

As mentioned earlier the total processing loads originated from P1 and P2

are assumed to be L1 and L2 respectively and equations 10 through 14 show

the details of L1 and L2. The tree network that is used to obtain the plot

in Figure 5 has a homogeneous link and processor speed. In this case ω =

2 and the values of Tcm and Tcp are also set to be equal to one. The plot

shows that a better finish time is obtained as the number of processors in the

network is increased and when the link speed is faster. This is expected as

more processors would have been involved in computation as the link speed is

increased.

The plot shown in Figure 6 shows the performance of the network when the

communication link between the first root processor and the child processors

z1 is fixed and the communication link between the second root processor and

the child processors z2 varies from 0.5 to 2.5. For these parameters, as shown
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Fig. 6. Finish time versus number of processors, for two root sources single level

homogeneous tree network and variable inverse bus speed, z2, (second root processor

links).

in the plot the finish time is the same regardless of the variation of z2. The

computation of the fraction of load that originates from the second processor

starts only after the completion of the processing load that originated from

the first processor. Thus the variation of the link speed z2 has no effect on the

total processing time. As mentioned in the earlier sections, this whole process

assumes that the nodes are always busy computing the loads originated from

the two root processors. That is, there is no idle time between computation

time.

In Figure 7, the finish time is plotted against the number of processors in the

network for different inverse processor speed, ω. In this case z1 and z2 are set

to be equal to 0.5 and the values of Tcm and Tcp are set to be equal to one. The

plot shows that a better finish time is obtained as the number of processors

in the network is increased and when the processor speed is faster.

The plot shown in Figure 8 presents the load assignment to each of the pro-
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Fig. 7. Finish time versus number of processors, for two root sources single level

homogeneous tree network and variable inverse processor speed, ω.

cessors in the network for the case when z1 varies from 0.5 to 2.5 and z2 is set

to be fixed to 1.0. The result shows that as the speed of the communication

link becomes slower and slower the amount of load assigned to the child pro-

cessors becomes less and less. In effect this will increase the total processing

time of the system since the majority of the processing load is assigned to the

root processor for computation. The other observation that can be seen from

Figure 8 is that for a homogeneous single level tree network the children will

receive the same amount of load if the load scheduling strategy is concurrent.

This result will not be true for the case of sequential load distribution or for

a heterogeneous network.

On the other hand Figure 9 shows the same plot but for the case when z1

is fixed and z2 is varied from 0.5 to 2.5. For these parameters, the variation

of the communication link between the second root processor and the child

processors has no effect on the load assignment to each processor.
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Fig. 8. Load assignment when z1 is varied and z2 is fixed.
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Fig. 9. Load assignment when z1 is fixed and z2 is varied.

5 Conclusion and Open Problems

In this work we reach the following conclusions and set the stage for some

open problems.

· It has been demonstrated that one can solve the two source divisible load

scheduling problem in closed form though some of the assumptions may be
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overly restrictive. Thus in some cases a linear programming solution with fewer

assumptions may be preferable.

· The results show that up to a certain point increasing the number of proces-

sors can significantly improve performance (i.e. makespan or finish time).

· It would be of interest to extend the two source model with concurrent

distribution in a single level tree network described here to sequential load

distribution as well as to multi-level tree networks.

· A refinement would be to rigorously define the minimal set of assumptions

that lead to a closed form solution in the two source model.

· A natural extension would be the development of a systematic set of mod-

eling equations for the N source/M sink problem under various scheduling

strategies.

The outline of what is analytically possible, and what is not, in multi-source

load distribution is starting to become clear through work such as this. This

will allow the successful targeting of future research efforts into productive

areas.
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