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Abstract

The monetary cost optimization of a computer utility load distribution problem is examined. The problem is to find the sequence
in which to distribute divisible computing load from a root processor to its children processors which achieves the lowest monetary
distribution cost. The convergence performance of a heuristic greedy algorithm is studied. This problem is directly relevant to
computer utilities which offer computing and software hosting to organizations for a monetary charge.
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1. Introduction

There is an increasing amount of ongoing work on the
leasing, rather than purchase, of software. Application
Service Providers (ASPs), which do such leasing, have
received much attention in the past 3 years [2,10-14] as
well as an increasing amount of market share. More
recently, there have been corporate announcements on
the creation of computer utilities: computer services
providers using third-party machines. We envision a
situation where future computer utilities provide re-
searchers and developers access to high-performance
parallel machines and/or proprietary algorithms at some
charge. The machines involved may be based on new
principles currently under research such as cryogenic
peta flops technology [7] or quantum computing. These
machines may be expensive to build and operate, thus
leading to a necessity to lease their processing time in a
cost and performance efficient manner. Accounting for
leased processing time has been an open research
problem for some time. As W. Wayt Gibbs [9] put it
in a 1997 issue of Scientific American:

So far not even the most ambitious metacomputing
prototypes have tackled accounting: determining a
fair price for idle processor cycles. It all depends
on the risk, on the speed of the machine, on the cost
of communication, on the importance of the
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problem—on a million variables, none of them well
understood.

The question to be investigated in this paper is how
load should be sequenced for distribution to processors,
taking into account processor and link speeds and costs
so that a parallel processor can solve a submitted
problem at minimal monetary cost to both the service,
and by implication, to the user.

A number of deliberate choices were made regarding
the features of this problem:

® Single level tree (star) topology.

® Divisible load.

® Single installment sequential load distribution.

® Linear costs for communication and computation.

Generally, these choices were made for both realism
and analytical tractability. It is natural for a first study
to consider a star topology in a system whose load is
distributed to a number of satellite processors. The
divisible load model has over the years seen its
tractability proven [3,8] and well models problems
involving data parallelism. Such problems arise in
scientific, engineering and business computing. In spite
of these innocuous choices the related mathematics is
algebraically substantive. A secondary reason for the
choices is that they allow a comparison with earlier
published work by some of the authors [15] considering
computation costs only, in bus networks.

With these choices we seek in this paper to optimize
the order in which a root processor should distribute



30 S. Charcranoon et al. | J. Parallel Distrib. Comput. 64 (2004) 29-35

load to its children in order to complete the processing
of a load in a minimal amount of time. This is a
combinatorial optimization problem we call the “se-
quencing” problem. The thrust of this work is to
develop a greedy swapping algorithm to solve this
problem. Simple conditions are found for deciding when
to make a particular swap. It is not guaranteed that the
greedy algorithm will always converge to an optimal
solution. However, the greedy algorithm converged to
either optimal or best-known solutions with very high
probability for networks containing small or moderate
numbers of children processors. The greedy algorithm is
also substantially faster than implementations of tabu
search or simulated annealing for this problem.

One more choice regarding the problem discussed in
this paper requires some explanation. In this work there
are two objective functions to be optimized: the finish
(solution) time, and the total monetary processing and
transmission monetary cost. It is well known that there
are several approaches to solve such multiple objective
function optimization problems. The approach taken here
is to find the minimal cost processor load distribution
sequence such that for any load distribution sequence,
finish time is minimized using the methodology of [3].
That is, for each possible load distribution sequence, load
is allocated so that all processors stop computing at the
same time instant and finish time is minimized for that
specific load distribution sequence. While other ap-
proaches are certainly possible, we believe that the
proposed approach is a natural one for a first study.

This paper is organized as follows. The model and
monetary cost concept are provided in Sections 2 and 3.
The resulting cost efficient sequencing is then presented
in Section 4. A performance evaluation based on
experiments using that algorithm is discussed in
Section 5. Finally, the conclusion is given in Section 6.

2. Model, notation and load distribution
2.1. Model description

In this paper, a single-level tree (star) network where
the root processor is equipped with a front-end
processor is considered. A single-level tree network
consists of (N + 1) processors and (N) links. All the
processors are connected to the root processor, py, via
communication links. Associated with the links and
processors are the associated linear cost coefficients,
Ay, .y and o, d,d, ..., Y, respectively. The root
processor, assumed to be the only processor at which
the load arrives, partitions a total processing load into
(N +1) fractions, keeps its own fraction oy, and
distributes the other fractions oq, o, ...,y to the
children processors pi,ps, ...,py respectively and se-
quentially. Each processor begins computing immedi-

ately after receiving its assigned fraction of load and
continues without any interruption until all of its
assigned load fraction has been processed. Let:

o the load fraction assigned to the ith link-processor
pair

w;  the inverse of the computing speed of the ith
processor

z; the inverse of the link speed of the ith link

T, computing intensity constant: the entire load is
processed in w; T, seconds by the ith processor

T., communication intensity constant: the entire load
can be transmitted in z; T, seconds over the ith link

Ty  the finish time. Time at which the last processor
ceases computation.

Then o;w;T,, is the time to process the fraction
o; of the entire load on the ith processor. Note
that the units of ow;T, are [load] x [sec/load] x
[dimensionless quantity] = [seconds]. Likewise, o;z; Ty
is the time to transmit the fraction «; of the entire load
over the ith link. Note that the units of o;z; T, are [load] x
[sec/load] x [dimensionless quantity] = [seconds].

Our goal is to develop means to determine the optimal
sequence (order) in which load should be distributed by
the root to its children.

2.2. Cost efficient load distribution

It is intuitive that to minimize the processing finish
time only, the time efficient load distribution should be
such that all processors finish computing at the same
time. Otherwise, the processing finish time could be
reduced by transferring some fractions of load from
busy processors to idle processors. Formal proofs of this
argument in the case of linear, bus, and tree networks
appear in [3]. However, under certain sets of network
parameters, in order to minimize the processing finish
time, it is not necessary that all processors have to be
utilized. In [3] conditions are found which determine
which processors should be used to process the arriving
load in the case of a single-level tree network. Still, the
processors with non-zero assigned load have to finish
computing at the same time. In this paper it is assumed
that system parameters are such that all processors in
the network are utilized in order to achieve a cost
efficient processing of the arriving load.

2.3. Fundamental recursive equations

The process of load distribution can be represented by
Gantt-chart-like timing diagrams. The communication
time is shown above the time axis and the computation
time is shown below the time axis, as illustrated in
Fig. 1. Referring to the timing diagram and assuming
that all processors cease computation at the same time,
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Fig. 1. Timing diagram: normal case.

one can derive fundamental recursive equations as

aiwiTcp = 0 1Zip1 Tom + i1 Wig1 Tcpa

i=0,....,N—1, (1)
ac,-H:k,-oci: <ij>0€0, iZO,...,N—l, (2)
=0
where
ki = Wile i=0,... N—1

(Zi+1 Tcm + Wit Tcp),

Clearly, from Eqgs. (1) and (2), there are N equations
and N + 1 unknowns. An additional equation, the
normalization equation, is needed in order to solve this
system of equations. The normalization equation is,

o 4oy 4 - oy =1 3)

With the normalization equation, one then resolves the
recursive equations, Eq. (1), to obtain the closed-form
expression of «, the fraction of load assigned to the root
processor. Once o is known, the other processor load
fractions can be obtained by substituting o into Eq. (2)
and solving recursively as follows:

N [ i-1 -
oy = 1+Z Hk;|] y (4)
i=1 | j=0
1 N
- B (ZiTCﬂl + WiT(f[’)? (5)
i=1
1 N
o =5 (o Tp) H (@i Tem +wiTy), (©6)

I|
()

1
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1 n—1 N
Up = 5 1:[ (WiTcp) H (ZiTcm + WiTcp)7 (7)
i=0 i=n+1
1 N-1
N = B ] (WiTcp)v (8)
i=0
where

N N n—
D= H (2iTem +wiTep) + Z(( l (WiTcp))

i=1 n=1 i

X ( Hl (2iTem + ‘/viTC,,)>>. (9)

i=n+

3. Sequencing and monetary cost
3.1. Sequencing

Consider a single level tree network with the following
ordered set:

0= {p07 (11,]71), ceey (ljapj)7 (lj+lapj+1)a '”7(1N7PN)}'

This indicates that processor p; is the first processor that
is assigned a fraction of load from p; followed by
processor p, and so on. Link-processor pairs (/;, p;) and
(li41,pj+1) in the ordered set @ above may not
necessarily be physically adjacent. Any change in the
ordered set above is equivalent to a corresponding
change in the sequence of load distribution. Therefore,
sequencing is a mechanism that changes one ordered set
to another ordered set. In this paper we seek to do this
sequencing in a cost efficient manner. Note that load
distribution in this context involves software control.
No hardware changes are made to the network.

3.2. Link-processor monetary cost

The link-processor monetary cost for processing a
fraction of load at any processor is defined as the cost
incurred from utilizing the processor and its correspond-
ing link in order to process the underlying fraction of
load. We assume that the cost coefficients associated
with links and processors are static. They do not change
with either the level of load in progress or a period of
time when the job arrives. This cost is defined only in
terms of accounting for the duration during which the
resource is busy serving the assigned divisible load. A
linear cost model is assumed. Let:

ch the computing cost per second of utilizing
the nth processor

c the communication cost per second of
utilizing the nth link

chwy, the computing cost per unit load of

utilizing the nth processor

¢z the communication cost per unit load of
utilizing the nth link

(cPwy + c'z,) the processing cost per unit load of the

nth link-processor pair.

3.3. Total monetary cost

Total monetary cost is a cost incurred for a network
to process an entire load. It is a linear addition of all
individual link-processor costs incurred by utilizing
individual link-processor pairs. This individual cost
depends on the assigned fraction of load, which in turn
is determined by an order of load distribution. There-
fore, this total cost depends on the sequence of load
distribution. In this paper, the total cost of processing
an entire of load is the prime performance metric to be
optimized. Define:

G = CSWOTcpv (10)
Cn:c;znTcm—i—cﬁwnTcp, n=1,...,N. (11)
C, the cost of processing the entire of load on the

nth processor
o,C, the cost of processing the assigned fraction of
load (@) on the nth processor.

The total cost, Cyar, 1s defined as a summation of the
individual processing costs incurred at each link-
processor pair. That is,

N
Cuoat = %0Co+ Y @ Cy. (12)

n=1

By substituting oy and all o, from the previous section
into Eq.(12) one obtains the total monetary cost
expression that explicitly shows the jth and (j+ 1)st
link-processor pairs as

1 N
Ctotal == B{ (Zi Tcm + wi Tcp) (CSM;O TC[J)

(wi Tc’p))

(ZiTcm + WiT(?p)(CilZn Tem + cﬁwn Tcp))

\‘..

+
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~ D
L—L

3
Il
—

—

i=n+1
j-1 N
—+ (W,‘Tgp) H (ZiTcm + WiTL’P)
i=0 i=j+1
X (CJZZj Tem + C]'RWj Tcp)
J N
+ H (wiTep) H (ziTem +wiTep)
i=0 i=j+2

~

X (Cj+1zj+l Tem + Cer]Wj+l Tcp)
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n—1 N
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Since the total cost can be put in a simple form as
N

Ctotal = 5 (]4)

Thus, the corresponding numerator, NV, is the collec-
tion of terms within the curly braces. The corresponding
denominator, D, with the terms due to the jth and the
(J + 1)st link-processor pairs explicitly shown, is

N
D = H(Z,‘Tcm —+ W,'T(p)

i=1

i—1 [/n—1 N
+ (H (wiTep) H (ziTom + wiTcp)>
=0

n i i=n+1

~.

ji—1

~

+ (M/i Tcp)(2j+] Tcm + VVJ‘+] Tcp)

(ZiTcm + WiTcp)

= 1

N}
+
0o

N

+ (M}ijp)(‘/Vchp) H (ZiTcm + WiTcp)
i=0 =2
N n—1

+ Z ((H Wi cp))
=2

n=j

N
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4. Cost efficient sequencing

The heuristic algorithm will, at each iteration, swap
the logical position of two processors which are logically
adjacent in the load distribution sequence if it leads to a
cost improvement. One can also find expressions for the
cost of a swapped sequence as a ratio C; , = N'/D'.
Taking the difference Cypi — C),,,; One can, with some
algebra, find conditions under which swapping leads to
an cost improvement. These conditions are summarized

below.

Theorem 1. In a single-level tree network if one of

the following conditions is satisfied, then the total cost
of the adjacent  pairwise  swapped  sequence,

mml(ellz.....ﬁl/ ‘‘‘‘ N))s is less than the tota{ cost of the
current sequence, Ciou(0(12,... jj+1,...N)), for 1<j<N.

Otherwise C7,,,, (0, (1.2, jt L. ) is greater than or equal

to Claml(e( ot L N))

z Zjt1
(1) zj<zjy and /<C/+ and C,,, ;< Cioal.

Zitl
(o
3) z;>zj and 2 <‘f:1
__ Zi+l
T G

) zj>z.1 and Z >‘C’“l and C;,,; < Ciopal.

2) Zj = Zj4 and <Co

“4) Zj>Zj41 and

Corollary 1. In a homogeneous single-level tree network
where all link speeds are identical (i.e. a bus network) and
all processor speeds are identical, the total cost, Ciyy, IS
minimized over all load distribution sequence if and only if
the sequence of load distribution is arranged to satisfy the
following condition:

<G < <Cy,

where

(€ 2Ty + AWTep) < (h2Tep + EWT ) <
< (2T + EwTey).

That is, the optimal load distribution sequence for a
homogeneous bus network is one where load distribu-
tion is in non-decreasing order of the sum of the link and
processor costs.

5. Performance results
5.1. Convergence study

One can develop an algorithm based on a greedy
strategy, i.c., it makes the best choice at each iteration. It
is also based on local search. A local search attempts to
find a solution or a sequence better than the current one
through a search in the neighborhood of the current
sequence. In this paper two sequences are neighbors if
one can be obtained from the other by one logically
adjacent pairwise swap. There are thus (N —1)
sequences in the neighborhood of any sequence of N
processors.

Based on the concept of greedy strategy and local
search [1], at each step the algorithm searches its
neighbors and finds the best one in terms of the lowest
total cost and adopts it as the next sequence. It
continues until no further improvement in Cj,,; can be
made, then it stops. The total cost is guaranteed to be
improved in each step by the conditions in the theorems
if the algorithm moves to a better sequence indicated by
the theorems. By the aid of the theorem for adjacent
pairwise swapping, the number of neighbors for
potential candidates in a local search can be reduced.
The sequence found using the greedy algorithm was
compared to the best sequence found via an exhaustive
search algorithm.

To evaluate the effectiveness of the proposed algo-
rithm, a number of experiments were conducted on a
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single-level tree network. A program was designed to
generate a prescribed number of sets of the parameters
wi, Zi, cf, &, Ten, and T,, randomly and uniformly in
the interval [0, 10] for w;, z;, [0,20] for ¢!, ¢ and [0, 5]
for T,,, and T,,. These parameters serve as the starting
point of the greedy cost-efficient sequencing routine.

The first experiment in running the greedy cost
efficient sequencing program on a single-level tree
network, is performed for one root processor and five
children processors. The total number of runs is 10 and
for each run 10,000 random sets of network parameters
were generated. The results from this experiment are
that the greedy algorithm always converged to an
optimal sequence, and also indicate that the optimal
sequence is not necessarily unique.

The second experiment was conducted on a single-
level tree network with a number of children processors
varied from 4 to 7. For each size of network, 10,000
random sets of network parameters were generated. In
the case of the number of children processors being 8,
1000 sets of parameters were generated. The results also
show that the program always converged to a minimum
total cost sequence and the optimal sequence was not
necessarily unique. In the experiments run the greedy
algorithm always converged to the minimum total cost
sequence of load distribution regardless of the sequence
it was initialized with.

The average number of iterations per number of
children is 6.0 iterations for a 5 child tree, 23.8 iterations
for a 10 child tree and 54.5 iterations for a 15 child tree.
One numerical difficulty encountered was an inability of
the greedy algorithm to generate cost differences large
enough to allow convergence for more than about 22
children.

It should be noted that the solution quality appears to
be problem dependent. For instance, a related work [6]
considers the problem of arranging processor location in
a star network (shifting processors from link to link) as
part of a configuration design problem. For this
problem it was found, that for small N, sub-optimal
solutions were much more likely to occur using a
straight forward implementation of a greedy algorithm
than for the problem of this paper.

5.2. Convergence remarks

Two definitions that will be used below are now
presented.

Definition 1. A compliant sequence is a sequence such
that no adjacent pair of link-processors meets with any
of the conditions of Theorem 1.

Definition 2. An optimal sequence is a sequence such
that the associated total cost is less than or equal to that
of any other load distribution sequence.

Based on earlier work published in [4] we conjectured
that a sequence of load distribution is a compliant
sequence if and only if it is an optimal total cost
sequence. If this was true our greedy algorithm, which
produces compliant solutions, would always produce
optimal solutions. More recently in a companion paper
[5] tabu search and simulated annealing were used to
find solutions when the number of children pairs is
higher than 8. For N greater than 20, network instances
were found where the proposed greedy algorithm gives
suboptimal solutions. That is, it provides (locally
optimal) solutions with a higher total cost than the
solutions obtained by tabu search and simulated
annealing. This finding thus voids the validity of the
only if part of above conjecture. We note also that the
final sequences given by tabu search and simulated
annealing were also found to be compliant sequences.

Nonetheless, the results from the companion paper
indicates that the proposed greedy algorithm appears to
work well for problems of small to medium size
although it shows some suboptimal solutions for a large
size network. Particularly, it is very attractive in terms of
a running time, i.e., its running time is lower than those
of the other two algorithms. For certain parameters the
greedy algorithm is three times faster than implementa-
tions of tabu search and simulated annealing. This is
even more pronounced when N is large.

6. Conclusions

It has been found that monetary cost based optimiza-
tion of computer utility load distribution sequencing,
even using generic assumptions of load divisibility,
linear monetary costs and a star topology, leads to a
fairly complex exercise in algebra. No simple analytic
determination of an optimal load distribution sequence
appears possible for this problem though analytic
conditions for best greedy algorithm decisions were
found. The determination of efficient (and often
optimal) load distribution sequences is possible using a
number of combinatorial algorithms. Open research
problems this research leads to include sequencing for
large and alternate network topologies based on
monetary cost and alternative monetary cost modeling.

The growth of software leasing makes viable the leasing
of processing time and proprietary algorithms on third-
party machines. This could be a cost-effective means for
the research community to maximize the impact of
research computing budgets. If so, problems of the type
discussed in this note will be of increasing interest.
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