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ABSTRACT
Daily toothbrushing is essential for maintaining oral health. Re-
cently, a wrist-watch based system was designed to monitor the
e�ectiveness of toothbrushing at home [3]. Since toothbrushing in-
volves complex motions of the hand and the toothbrush, advanced
machine learning techniques are needed for accurate recognition.
In this paper, we design a neural network classi�er to recognize
toothbrushing surfaces based on wrist watch sensor data, including
accelerometer, gyroscope and magnetometer data. Experiments
shows that our algorithm successfully recognized toothbrushing
surfaces with a recognition precision of 91.2%, outperforming ex-
isting solutions.
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1 INTRODUCTION
Systematic reviews have shown that the Bass technique for man-
ual brushing has consistently demonstrated good dental hygiene
results [4]. �e general descriptions of the Bass technique are: a)
to brush front outer, back outer and back inner surfaces, place the
toothbrush at a 45-degree angle to the gums. Brush these areas
with a vertical movement of the toothbrush bristles. Each brushing
stroke begins from the gum line to the tip of the teeth. b) To brush
chewing surfaces, move the bristles of the toothbrush along the
chewing surface of the back teeth in a back and forth motion. c)
To brush front inner surfaces, tilt the brush vertically and make
up-and-down strokes. To monitor the compliance of Bass technique
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at home and recognize the surfaces of teeth brushed, an automatic
toothbrushing monitoring system has been recently designed [3].

In the toothbrushing monitoring system, a very challenging
issue is to recognize the toothbrushing surfaces with the Bass tech-
nique because there are similarities among the brushing gestures
for di�erent tooth surfaces and variations in brushing gestures for
a same surface. �erefore, it is necessary to utilize advanced ma-
chine learning techniques to capture the essential characteristics of
brushing gestures for di�erent surfaces. Recently, neural networks
have achieved promising results in many pa�ern recognition ap-
plications, including computer vision [2], speech recognition [1],
and time series analysis [5]. Neural networks can autonomously
learn the complex and non-linear mapping between the input fea-
tures and output labels. Depending on the application scenarios,
the neural network models can be learned in either supervised or
unsupervised manners.

In this paper, we tackle the toothbrushing surface recognition
problem by adopting a neural network model. �e proposed ap-
proach can recognize complicated toothbrushing gestures based on
the data collected from the accelerometer, gyroscope, and magnetic
sensors on the wrist watch. A set of motion features from the raw
sensor data [3] are extracted. �en we design a two layer neural
network to conduct toothbrushing surface classi�cation. Finally, we
compare the performances of the neural network classi�er and the
Bayes classi�er in terms of toothbrushing recognition accuracy. We
show that when we train the neural network classi�er with more
than �ve sets of training data, it can achieve 91.2% of recognition
precision, which outperforms the Bayes classi�er.

2 ALGORITHM DESIGN
�e sensor data are collected using the accelerometer, gyroscope
and magnetic sensor in a smart watch. We �rstly extract the sta-
tistical features from these sensor data. For the accelerometer and
gyroscope, gravity sensor and magnetic sensor data, we extract
their means and standard deviations. We denote them as a,σ (a), д,
σ (д), дr , σ (дr ), andm, σ (m), respectively.

We also extract the PCA-based motion direction feature from
the accelerometer data. For each pair of dimensions i and j, i, j ∈
{x ,y, z}, i , j, we feed the accelerometer data to the Principal
Component Analysis (PCA) algorithm and compute the axes of
principal component. We record the slope di j to represent the
motion direction in the ij plane. �e PCA-based feature is e�ec-
tive in recognizing brushing motion direction, and is essential in
classifying the gestures of brushing le� and right teeth.

Finally, we extract specialized features from the sensor data. We
compute the power spectrum of the accelerometer data and extract
the peak value of the power spectrummax (Pacc ) and the percent-
age of energy concentrated around the peak frequency (percY ).
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Figure 1: �e Structure of the Neural Network

We also compute the correlation Cy,z between accelerometer data
along the y and z axes.

2.1 Neural Network Design
A�er the activity features are extracted, we use a neural network
to classify the toothbrushing gestures. �e structure of the neural
classi�er is shown in Figure 1. �e network consists of an input
layer, a hidden layer, and an output layer. �e input to this network,
represented by u = [u1,u2, ...,um], is the set of features extracted
from the sensor data. m represents the dimension of the input
feature. �e network output vector is y = [y1,y2, ...,yn]. In this
vector, yi = 1 and yj = 0,∀j , i if the prediction result is gesture
class i .

To connect di�erent layers of this network, we need to de�ne
activation functions. �ere are many di�erent activation func-
tions, such as linear, hyperbolic, step-wise, and sigmoid. Sigmoid
functions are o�en used in neural networks because the sigmoid
function has a simple relation with its own derivative, which makes
it computationally easy to handle. Speci�cally, a sigmoid function
f (t ) and its derivative f ′(t ) are de�ned in the following equations:

f (t ) = 1
1+e−t

f ′(t ) = f (t ) (1 − f (t )).
(1)

In the network, each neuron computes a linear combination of
its input signals and applies a sigmoid function to the result, which
becomes the input signal to the next layer. Finally, to train this
network, we apply the classical back-propagation algorithm.

3 EVALUATION
In the evaluation, the sensor data were collected from 12 volunteers
who conducted daily toothbrushing for three weeks. �e ground
truth labels were collected either by manual input or by a second
observer. In this experiment, we test the performance of our system
when we train the recognition algorithm using a di�erent number
of training data sets. By one set of training data, we mean the
amount of sensor data collected in one toothbrushing session. To
evaluate the system performance, we use the precision, which is
de�ned as (True Positive/(True Positive + False Positive)).

As for the baseline algorithm, we implement the Bayes Clas-
si�er. Speci�cally, given the training data set (u1,y1), (u2,y2)
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Figure 2: Toothbrushing Surface Recognition Precision
, ..., (uN ,yN ), the algorithm computes the following three quanti-
ties: the conditional probability p (ui |yi ), the class prior probability
p (yi ) and the feature probability distribution p (ui ). �en we use
the Bayes rule p (y |u ′) = p (u′ |yi )∗p (yi )

p (u′) to compute the label y′ that
maximizes the probability for any input feature u ′

From Figure 2, we can see that when only one set of data is used,
the surface recognition precision of the Neural Network (NN) is
65%, which is lower than the 69% achieved by the Bayer classi�er.
�e recognition accuracy improves gradually as the number of
training data sets increases. When the number of training data
sets is �ve, the recognition precision of NN is 90.2%, which surpass
the performance of the Bayes classi�er. �e recognition precision
of NN is further improved to 91.2% when six sets of training data
sets are used. �erefore, we can see that the neural network based
approach has lower recognition accuracy than the Bayes classi�er
when the training data set is limited, but eventually achieves be�er
performance when the training data set is large enough (more than
5 sets).

4 FUTUREWORK
To improve recognition accuracy, we plan to introduce deep learn-
ing techniques such as the Convolution Neural Network (CNN) that
can capture subtle pa�erns from the sensor data. We will also work
on extending our recognition algorithm to other toothbrushing
techniques such as the Charters and the Stillman techniques.
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