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ABSTRACT
With the rapid growth of electrical vehicle public charging sta-
tions, accurate predictions of local charging demand enable many
prospective applications. In this paper, we explore a data-driven
approach to predict future charging demand, and build predictive
models to characterize behaviors of both registered long-term users
and unregistered short-term users. With a real-world dataset of
28053 records over 798 days at multiple locations, evaluation results
demonstrate that our model with XGBoost outperforms existing
solutions, reducing the prediction error up to 40.8% at the finest
time granularity (15-minute interval).
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1 INTRODUCTION
Prediction of charging demand is very important for both electric
vehicle (EV) drivers and charging station owners to manage and
optimize their operations[4]. However, a main challenge is how to
understand the aggregated charging behaviors of both registered
users and unregistered users in the system[2]. The registered users
tend to use the system for longer terms; whereas the unregistered
users typically are short-term users who use charging stations oc-
casionally. To address this issue, we design a data-driven approach
to predict usage patterns of EV charging piles at public stations.
Our prediction design includes one predictive model for registered
users and another one for unregistered users. Working on a real-
world charging record dataset collected in Caltech[3], we apply
supervised learning based algorithms, specifically XGBoost, Sup-
port Vector Regression (SVR), and Gradient Boost Decision Tree
(GBDT), to predict sequences of future availability.
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2 EV CHARGING DEMAND PREDICTION
MODELS

Goal: Obtain a function 𝑓 that inputs a sequence of the occupied
number of charging piles in a previous continuous time period
𝑂𝑃𝑇𝐺,𝑀 = {𝑜1, 𝑜2, ..., 𝑜𝑚} and outputs a sequence of the avail-
able number of charging piles in a future continuous time period
𝐴𝑃𝑇𝐺,𝑁 = {𝑎1, 𝑎2, ..., 𝑎𝑛}. Here, 𝑇𝐺 presents time granularity. The
element in 𝑂𝑃𝑇𝐺,𝑀 and 𝐴𝑃𝑇𝐺,𝑁 respectively mean the occupied
and available number of charging piles at the time divided by 𝑇𝐺 .
Besides,𝑀 and 𝑁 present the number of 𝑇𝐺 .

𝑓 (𝑂𝑃𝑇𝐺,𝑀 ) = 𝐴𝑃𝑇𝐺,𝑁 (1)

Considering different charging patterns of registered users 𝑅 and
unregistered users𝑈 , the improved function is as follows.

𝑓 (𝑂𝑃𝑇𝐺,𝑀 ) = 𝑓𝑟𝑒 (𝑂𝑃𝑅𝑇𝐺,𝑀 ) + 𝑓𝑢𝑛𝑟𝑒 (𝑂𝑃𝑈𝑇𝐺,𝑀 ) (2)
Method: As Figure 1 shown, for registered/unregistered users, use
XGBoost to train two predictive models separately and then com-
bine middle prediction results to obtain final prediction results.

Figure 1: Proposed predictive model

Data processing: Calculate the availability (unavailability: 0, avail-
ability: 1) of each charging pile to obtain total occupied num-
ber in a certain period. Figure 2 shows data samples of unreg-
istered/registered users from 20:00 to 24:00 of a day. In order to
predict fine-grained, we divide the time into 15, 30, 45, 60, 80 min-
utes.
Prediction process: To predict 𝐴𝑃𝑇𝐺,𝑆−𝑀 = {𝑎𝑚+1, 𝑎𝑚+2, ..., 𝑎𝑠 },
use 𝑂𝑃𝑇𝐺,𝑀 = {𝑜1, 𝑜2 ..., 𝑜𝑚}. First, use {𝑜1, 𝑜2, ..., 𝑜𝑚} to fit a func-
tion and get {𝑎𝑚+1}. Then, use {𝑜2, 𝑜3, ..., 𝑎𝑚+1} and get {𝑎𝑚+2}.
Conduct this multi-step iterative process until obtaining {𝑎𝑠 }.
Prediction results: As Figure 1 shown, for registered users, use
predictive model 1 to get prediction results:

𝐴𝑃𝑅𝑇𝐺,𝑁 = {𝑅1, 𝑅2, ..., 𝑅𝑁 } (3)
Use predictive model 2 to obtain prediction results for unregistered
users:

𝐴𝑃𝑈𝑇𝐺,𝑁 = {𝑈1,𝑈2, ...,𝑈𝑁 } (4)
Finally, combine these two prediction results to get the available
number of EV charging piles in a future time period:

𝐴𝑃𝑇𝐺 = 𝐴𝑃𝑅𝑇𝐺,𝑁 +𝐴𝑃𝑈𝑇𝐺,𝑁 = {𝑅1 +𝑈1, ..., 𝑅𝑁 +𝑈𝑁 } (5)
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Figure 2: Data samples of unregistered/registered users with
different time granularity

3 EXPERIMENTS
The dataset contains a total of 798 days from Apr. 2018 to Jul.
2020[1] and 52 charging piles in one charging station. The selected
features are shown in Table 1. The distribution of charging connec-
tion/disconnection time is shown in Figure 3 (a) and (b). The CDF
(cumulative distribution function) of charging duration of sections
is shown in Figure 3 (c). It shows when the duration is shorter, the
CDF of unregistered users is larger than that of registered users,
which means the majority of unregistered users have shorter dura-
tions. In each time granularity, use 75 percent of the data as training
samples and 25 percent as testing samples.

Name&Description Example

connectionTime(time when plugged in) 23 May 2018 20:04:39
disconnectTime(time when unplugged) 23 May 2018 23:08:50
spaceID(Identifier of a charging pile) CA-495

userID(Identifier of a user) 68
Table 1: Selected features from the dataset

Figure 3: Distribution of dis/connection time and CDF of
charging duration of sections between different users

With vs. without user information We compare the proposed
prediction model with XGBoost and the primitive model with XG-
Boost, which is no distinction between users. As Figure 4 shown,
the performance of both RMSE and MAPE in our proposed pre-
diction model with XGBoost is better than the primitive model
with XGBoost in each time granularity. Especially, the difference is
significant when the time granularity is 15-minute.
Comparison of different machine learning methodsWe com-
pare our proposed prediction model with SVR, GBDT, and XGBoost.
As Figure 4 shown, for RMSE and MAPE, XGBoost performs the
best in each time granularity. For MAPE, GBDT performs better
than SVR when time granularity is 15, 30, and 80 minutes, while
SVR performs better than GBDT in other cases.
Prediction of proposed prediction model with XGBoost for

Figure 4: Prediction errors of primitive models with XG-
Boost, GBDT, and SVR with different time granularities

Figure 5: Prediction accuracy v.s. size of training dataset

different time granularity We try to find a better scheme, in-
cluding time granularity and the length of training data. As Figure
5 shown, the smaller the time granularity, the better RMSE and
MAPE. It shows 15-minute is better and its length of training data
is between 25 and 50. In each time granularity, RMSE appears a
downward trend from the beginning, while MAPE firstly increases
then decreases as the number of time granularity increases.

4 CONCLUSION AND FUTUREWORK
We proposed a data-driven approach for predicting EV charging
availability at workplace by considering user behaviors. Experi-
ments on ACN-Data showed that the accuracy of our model trained
with XGBoost outperforms other machine learning solutions. A
more comprehensive study is needed to understand the spatiotem-
poral charging patterns and their context embedded in the data.
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