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Abstract—

In this paper, we present a Fleet Management Cen-
ter application implemented using a stream processing
infrastructure we call System S. System S enables the
deployment of large scale applications with mechanisms
for sharing multi-party data sources, software compo-
nents, and even intermediate results. This approach
significantly reduces the cost of software integration, and
ownership, the major factor in Intelligent Transportation
Systems. In addition, the system includes an adaptive
data source management that determines the list of
relevant data sources based on the current locations of
the entities monitored or managed by the applications.

I. INTRODUCTION

Intelligence Transportation System (ITS) applica-
tions are critical to improve the efficiency of modern
transportation [7]. Some ITS applications are capable
of answering complex queries such as finding the
fastest routes for individual vehicles taking into ac-
count realtime road conditions [6]. Building a scalable
and flexible I'TS system, however can be a tremendous
challenge. Traffic data come from many heterogeneous
sources as streams, in different forms, content and
quality. Both spatial and temporal analysis is needed to
correlate data from sources in large geographic areas
or time periods. The demands of analytical results
come from many user groups, such as drivers, highway
patrol, department of transportation. They pose not
only large numbers of simultaneous queries, but also
queries of significantly different nature.

Not surprisingly, software development and integra-
tion is a major cost factor in ITS applications. Tt is
important that we make these software artifacts as
reusable and modular as possible. We must be able
to compose them effectively in different applications
that can answer the various kinds of queries. Such
a system requires standard and reusable mechanisms
for interfacing the data with the outside world. In
order to facilitate growth and incorporation of new
technologies, the system must enable the creation and
deployment of new ITS applications without disrupting
existing ones. Furthermore, new applications should
be able to reuse intermediate results produced by
existing applications in order to minimize duplicate
or redundant processing of data. Finally, the system
must allow location-sensitive applications to adapt to
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Fig. 1.  An application that takes in data streams from sensor
networks and webcams is deployed in System S.

the current locations of the entities they are tracking
or assisting.

In this paper we describe a Fleet Management
Center (FMC) ITS framework, and show how we
address those challenges using many interconnected
modular, reusable software components called Pro-
cessing Elements (PHs), each of which takes data of
certain content and format and perform various kinds
of analysis. Different PEs may be interconnected in
a processing graph (or workflow) that takes in data
from different sources and produces desired end results
(such as directions to a fleet of wvehicles along the
shortest routes using real time traffic conditions). The
PEs are deploved in System S [3], an infrastructure
that supports the deployment of large scale stream
processing applications on the fly. We also use a Data
Source Manager (DSM) to dynamically select data
sources that are relevant to our ITS application.

The rest of the paper is organized as follows. We
give an overview of System S in Section I1. Section ITT
explains how application adaptation and data source
management are accomplished in the system. We
illustrate a fleet management application and provide
vehicle routing performance results in TV. We con-
clude in Section V.

II. SYSTEM OVERVIEW AND EXAMPLES

We have implemented our approach within a stream
processing system referred to as System S. A sample
configuration of System S with a deploved application
is shown on Figure 1. The system is centered around
a Stream Processing Core (SPC) [3], a scalable dis-
tributed middleware for stream processing. The SPC
consists of a large cluster of dedicated processors and
an execution context upon which stream processing



applications are deploved, Each strearn processing
application consists of a processng graph, which is
a <directed acyelic praph of stream processing compo-
nerts, mamely data sources and processing elernents
(FE&).

Data sources deliver strearning primal dafa into the
systern arkd PEs perform various fypes of operations
on strearning data - filtration, anmotation, transforma-
tion, strearn join, ete, PEs are individually deplovable
and revsable software compeonents and are intercon-
nected by multi-access (single-writer, multiple reader)
streams,

End-users interact with 3ystem 3 by specifyving
strearn queries that describe the desired end results
to thermn, We refer o Systan & queties using the
narne fguiriss. Inquities are pursued by assermbling
and deploving processing graphs of inferconmected
FE: that can produce the desired end results, These
processng sraphs may be assernbled manmally or a-
tomatically, In this paper, we dernnstrate Systamn 37
ability to suppott Intelligent Transport Sy stem orerted
applicaticns using processing sraphs that have been
assernbled manualy by an application developer or
adrdrd strator, These graphs can be pararneterized for
different use-cases. In [1] we describe an orfology-
basad application cormposer for Systern 8 that automat-
fcally cormposes the processing graph for an inguity
using detailed descriptions of data sources and PEsin
otologies dong with AL planning algorithims, We do
net elaborate on the detals of autornatic cormposition
hets,

For putposes of illustration, consider as a simpli-
fiad exarrple: an indquiry requesting traffic congestion
tepotts for a particulat roadway intersection. 3uch an
inquity may draw audic data from a sound sensor data
soutee and apply an Audio Pattern Analyss PE, which
matches the data to known audio patterns to determine
the level of congestion a the intersection (isclating
the lower thread in Figute 2. In crder to improwe the
accuracy of such an assessment, the application rmay
use a Video source, extracting images from the video
sttearn and exarining thern for dignment to wamal
pattetns of congestion at an infersection (the upper
thread). The end result would then be achisved by
joining feeds from the two analytic chains,

This simple wotkflow can be extendad further, by
ircluding additicnal PEs and data sources In fact,
it desctibes a small part of the Flest Manarement
Cenfer service (FMCY application discussed in Section
V. In addition, applicaticns in FMC provide vehicls
tonting services based on the analysis of real time data
obtained from the sensors,

Each data source delivers primal data into System 3
by way of a SeumeFE, The SourcePE (denoted by “87
in Figurse 14, a spacial type of PE that also rins in tha
SPC, sarvas the sole fnction of bringing data from an
external sourceinto the system SourcaPEs ancapsulata
the drivers, and other source dependant confignration
setup to access a Droad variety of extarnal somrces,
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Fig. 1. A stream processing graph that utlizes roadsids camatas
andd moictophones 1o poducs waffic congestion irfornatiom.

The dafa is packaged into internally streamable and
processable Sfeeqm Dagn Objects (SD0s), 300z are
lightweight data cortainers that carry data from Sour-
cePEs to FEg, from PEs to other PEs, and evenfually
to SirkPEs (the dual of SourcePEs, denoted by “T°
in Figure 1) that Jdeliver ingqoity result 30D0s outsde
of the SPC (g, o an end user or a data store),
Source FEs and Sink PEs allow the mechanisms for
interfacing with the outside world o be revsable,
The same Scurce and 3irnk PE: can be rensed with
differert pararneters for bringinge in data from srmilat
data sources and for pushing out results in srilar
Imarmers,

FEs and data stream instances in 3PC ara statically
assigned individual sscurity and privacy labels, inher-
ited in part from the applications’ affactive usar I1Ds,
and the PE classes. SPC commects FEs fo the data
streams only if thair respective security and privacy
labals allow it If necessary the lahels can be ad-
justed using “downgrader™ PEz that saritize sensitive
information (e, g remove idendifying information, efc).
Applications can tap irto past (archived) or presart
{real-time) data, Past data is stored by the system and
cart be axtractad and processed as a stream,

FEs can be codeployed on the same processing
node thardwars) and can also be replicated acmoss
mltiple nodes, Diata can be processed serially, from
one FE to ancther (linear sraphs), tut parallslizabla
tasks can be parformed mors efficiently by streaning
data o coneurrently operating distributed PEs Tha
PE lifacycla management and resource allocation tasks
ara caried out by a Job Manager (MW7), an intecral
systern componert of Systern 3, The MM receivas
requests to deploy PEs with their flowgraph spaci-
fications reprezented in a Jeb Descripfion Language
(JOLY. The JMIN interprets the JDL., computes the
adaquate rasource allocation with respect to resource
gvailability, and QoS constraints and priorities spec-
ified in the IDL, and deploys the FEs in 3FC In
additicn it provides APIz fo nonitor and terminate
daployad FEs,

Another compeonent of System § is the Dafn Srums
Mangeer (DEM) which manages and activates data
sonmces based on requasts and feedbacks from appli-
cations and nsers, The DS prowides a virtnalization
of the data source from the application perspective,
dlowing application deweloper (or auwioratic com-



posat) to foer on instumenting the data analyhes
independantly of how the data is brought info the
syetarmn,

An impottant faators of our infrastmctors iz the
hility to teuse intermediate streams actoes differ-
ent applications, Onee an application fr processing
gtaph) iz built and deploved in sesponsa to a wes
inguity, the sat of intarmadiats streamns produced in
thiz processing graph are added o the set of data
sources that are managed by the DEM component.
Thaze intarmnadiate straams are called darived strzams,
Subzequent appications that arz deploved can male
use of theza datived stezamnz, The main advantage of
this featura is fo allow shating of comrnon processing
weross applicatons and to avold unnacessary duplicate
computation,

III. DATA SOURCE MM ANAGEMENT

The Data Soutes MManagee (DSM) component pro-
wides a repozitory with services for managing sxtarmal
data zources that ars availabls to the systam, DSM
services ineluwde: (1) managing information about all
soutees, (2) providing the appropriate source PE con-
figaration to conmect to exbarmal sources, and (3)
wetivating or deactivating sourcas PEs depending on
enrrent application nesds, DEM almo support: data
soutes spacifie mondtoring services, implemented in
Swetemn S as streamn proeessing applications that mon-
itor the availability and quality of sxisting sources,

As illustrated in Figare 3, D3 consists of a
meta-data and a semantic (Mdinerva) database, and
servicas to interact with these databases, The meta-
data database cordains the syetem atteibutes of the data
soutes, such asz type of data prodoced by the source,
the URL and corfignration paramnsters o acesss the
data zowre, It also containe real time attibutes such
iz data rates and packet loss ratios, which can be usad
by other systam components o rank the quality and
manage actve data sources. The semantic database
sxtends the meta-data with atteibute relationshipe and
wlditional degeriptons of the data sourcas sxprassed
s facts in the Web Cmiology Langnagss (OWL [4]). In
addition, it supports reasoning based on Description
Logie Programs (DLP [2]). It supports a SPARQL
[5] guery intetface and provides reslts to gueties,
that includs both divecfly assetted facts as well as
factz that are infarred using DLP reasondng, A key
chatactetiztic of the zemantic database [#] iz that it can
performn inersmnantal npdates to the ABox (assertons
on iretarcas) of the ontology, tnt any updatas to the
TBox (assertorne on coneeptz) requires a regenstation
of the results of reasoning and iz time-comsuming,
Hznes, any update fo the ABox (uch as the currsnt
state or quality of a data sowes) can go divectly 1o
tha semantic database, Howsvar, sven this opsration
iz slowar compared to 2 traditional database duz to
the necessity of checking the logical consistency of
tha new facts, Thus, if the update rate of the matadata
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of a data sowwee iz very high, the updates are fitst
petformed in the meta-data database, whers they are
aeregated and patiodic ally propagated to the semantic
databaze by the DSM database adapter When the
TBox changes (which do not ocenr vary oftan in our
systarn), the changzs are made to 2 standby semantic
database which regenerates the results of reasoning
When the standby databaze iz rsady, the DEM swaps
the two databazes in order to male the TBox changes
available fo the syetem,

Streamn  apication composetz (loman or ato-
mated) sxpress their raquiremnents for a data soures in
the formo of RDF semantic quariss nsdng the SPARQL
langmage. DB executes the query on itz semantic
databaze o detarmnine the list of potential data soutes
instancas suitable for the application. Data soureas
selactad by the strzamn application composaes ars then
eonnactad with Souree PEs that ate corfignred accord-
ingto the confignration atefbutas specifisd in the meta-
data databaza of DI,

After deployment the wations applications can refine
the dazirad data zoures semantic deseriptions, 2.z, limit
their intersst to sensots located in certain aveas if all
the vehiclas of interest are concentrated in that area,
Thiz is achizvad using applic ation specific DEM agents
(PE *4&° in Figure 3) that translate the data source
tequiternents info the corresponding SPAR (L queties,
Tha DEM Connzetion Management sarvies uzes the
SPARQL quatizs to maintain a list of data soureas of
intarast, and activate or deactivats the corrssponding
sorc2 PEz,

IV, APPLICATION TO FLEET MANAGEMENT
SERVICES

A FMC dpplicarion Awclmene

In FMC, routes for delivery tmcks are set at the
baginning of the shift, infoemoed by any kmown treaffic
eonditions at the time of departurs, Thers iz 2 standing
ingquiry for sach truek; it watches for changgs in teaffic
eonditions that warrant soute replanning and provids
an updated route to the tuels, The romtes are based on
1 collaetion of destinations and the currsnt location



of the vehicle (determined by a GPS transmitter in
the wvehicle). Accompanying the standing, vehicle-
specific routing inquiries are inquiries that examine
streaming data from multiple sensors and other sources
and update the roadway and traffic conditions, with
special focus on corridors covering known vehicle
destinations.

The stream processing application is illustrated in
Figure 4. The application is built using the System S
stream processing infrastructure, and consists of a set
of PEs arranged into processing graphs. The upper por-
tion of the processing graph depicts the route update,
and the lower portion depicts the location condition
update. In the route update portion are the various
PEs - analytic modules that receive the streaming data
and perform functions such as generating the K best
potential travel corridors (a corridor delineates a region
set of the map that is likely to be traversed by the
vehicle), deciding on routes based on vehicle types
and, where available, traffic conditions. The two main
results of this portion of the application are the route
updates for the vehicles and updates to the list of
currently active locations. The results guide the focus
of the condition-assessment processing (in the lower
part of the graph). The route update portion involves
the following PEs:

Vehicle LOC: Receives GPS data of current vehicle
locations and package it into internally streamable and
processable SDOs.

Vehicle DEST: Retrieves a list of destination co-
ordinates for the vehicle, and package it into SDOs.
Various implementations of the PE can either retrieve
this information from a database, or receive it directly
from user console.

Join Vehicle ID: Joins the LOC and the respective
DEST coordinates of every vehicle received on its
input ports. It generates a new join SDO, containing
the vehicle ID), its current location, and the list of stop
coordinates, when this information changes.

Potential Corridor Generation: Generates the corri-
dors that might be traversed by the vehicle. The output
SDO is the input augmented with the list of regions
contained in the corridor (e.g. states or zip codes), and
way-points (main cities, etc). The set of way-points
constitutes a chain of virmal links, for each of which
a route must be computed. For scalability reasons, this
PE uses a summarized road-map information, which
is not frequently updated.

Locarions of Inrerest: Store the corridors in the
location list database for use by other PEs in the
condition assessment applications.

Vehicle Route Decider: Several PEs, assigned to
a particular region (e.g. one PE per state). Each PE
listens for SDOs that contain a corridor intersecting
with its region (other SDOs are ignored). The PE looks
in those SDOs for or virtual links that are located
within its assigned region and replace them with the
shortest routes.

Join Route: This PE merge results from the various

Vehicle Route Decider (excluding virtual links) into
a subgraph. When it can find a shortest-path in the
subgraph, it generates an SDO with that route.

The lower portion containg an inguiry per known
data source (weather sensor networks in this example),
drawing data from the source, processing the data to
determine its location and the conditions, and updating
a Location Conditions store, the sole recipient of
condition inquiries’ result data. This data is retained
for some limited duration and triggers rerouting in the
upper inguiries. Other data sources might include non-
sensor data sources such as local radio weather report
sources or traffic incident report sources. But these are
secondary sources, drawn from other service providers,
possibly providing stale reports.

For rapidly changing conditions, it would be better
to draw data from directly accessible sensors or sensor
networks, using devices such as traffic surveillance
cameras, in-road vehicle sensors, wireless sensors ca-
pable of sensing temperature, barometric pressure and
humidity, infrared remote temperature detectors (to
detect road surface temperatures), and even roadside
microphones (to analyze traffic noises). In more per-
manent installations where power consumption is not
a factor, each of these can produce high volumes
of streaming data, which can be processed by many
stream processing applications into usable results.

There are a few non-sensor sources, providing in-
formation not limited to a single geographic area;
these may deliver weather updates that span a wide
range. There are many more sensors, though, since
the scope of the data is limited by the sensor’s range:
a traffic camera at street intersection can only deliver
data within the camera’s (possibly fixed) range. Many
sensors covering anticipated travel corridors must be
be deployed, and activated by DSM when respective
travel corridors are active, with their data processed
by separate stream-interconnected PEs, in response to
inquiries. The location condition update consists of the
following PEs:

DSM Agent: translates the location list into semantic
queries for the DSM connection management which
in turn activates the appropriate source PEs to satisfy
the requests. There is one specialized DSM agent per
modality, e.g. weather, traffic report.

Sensor Network Gateway PE: is a source PE spe-
cialized to query sensor gateways. DSM connection
management dynamically reallocate source PHs in
response to requests from the DSM agent.

Location Extractor and Loop Data Congestion An-
alyfics: are one of many PHs used to assess the road
conditions. In this example they extract the Induction
Loop data, and analyze its content to estimate the
impact on traffic delays.

Condition update: persist weather related location
condition to a Road Condition database.

The application also includes sink PEs (map vehicle
position, view route, and map condition) that present
the results of the user inguiry to a user interface,
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Fig. 4. Fleet Management Center Application. The application consists of route computation PEs (top portion of the figure), and an

example of route condition-assessment PEs (bottom part).

or automatically send that information directly to the
vehicles.

B. Incremental Application Deployment and Derived
Stream Reuse

Note that the route assessment application can easily
be extended with new applications to increase the
accuracy of the route report, as new modalities (or pro-
cessing resources) become available. This is because
the location list and the location condition databases
provide a separation between the PEs that update the
database, and PEs that read their data. This separation
allows the PE in the top part of Figure 4, which
update the corridors, to be developed and deployed
independently of the PEs in the lower part, which are
responsible for updating the location conditions. For
instance several route selection PEs can be deployed in
parallel to handle fleets of vehicles that have different
routing requirements. Similarly, diverse applications
can be deployed to update the location conditions
with new modalities that corroborate, or improve the
accuracy of the location condition.

Derived data streams from existing applications can
also be registered in DSM as a Data Source, and
rensed to support other applications. Reuse is allowed
within the limits of the respective application security
and privacy constraints, which are enforced by SPC.
For instance if the vehicles managed by the FMC
application are shuttle vans, we can extend the appli-
cation to dispatch vans to pick new customers along
their assigned route. In this example, the application
uses a source PE that takes customer pickup and
drop-off street addresses in input, a PE that converts
the addresses in lat-long coordinates, and a PE that
matches the coordinates to the routes (derived stream
of the Join Route PE in the original FMC application),
currently assigned to the vans. The later PE selects
the van that is the best match for this customer and
modifies its route accordingly to include the customer.

C. Experiments

In this experiment, we measure the performances
of the route update, the upper portion of the pro-
cessing graph in Figure 4, which is the most CPU
intensive part of the FMC application. For the purpose
of the experiment, we randomly generate a global
map of 10,000 nodes connected by 40,000 road-
sections that are 1kwe to 10km long. Nodes in the
global map are uniformly distributed into four regions
(A,B,C,DD), such that 1% of the road-sections connect
nodes located in separate regions (A-B, B-C, or C-D).
We decompose this global map into five maps: (1) a
corridor map consisting of the road-sections crossing
a region border and the nodes that they connect to
(a virtual connection is assumed from those nodes to
all other nodes located in the same region) ; and (2)
four individual road maps, one per region, containing
the nodes within that region, as well as nodes in other
regions that are directly connected by a road-section to
a node in the region, and the road-sections between the
nodes. As illustrated in Figure 5, the corridor map is
used by the Corridor Generation PE, and the regional
maps are used by the Vehicle Route Decider PEs of

the distributed routing.
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Fig. 5. Experiment setup. The top part of the figure shows the
distributed workflow of the routing algorithm. The bottom part
shows the centralized routing workflow used for comparison.



Wa comparz the distributed route apdate with a
centralized Dijlstra shostest-path (also a Yelkicle Rowse
Decizr PEY, nsing the gobal road-map The workflow
of the cantralized routing i= shown in the lower part
of Figure 5, In ordar to provide a fadr comparizon with
the distributed toute update, we wniformly balanes
the routing queties of the centralized routing betwasn
I =8 instanees of tha VWeficle Rowse Decider, so that
tha zamne anount of CPU razonress s availabla to both
implamentations, We also inclwle the performances of
1 cantralizad approach without load balancing wing a
single Velricle Rawe Decider,

W approximnata the application az 2 quening sys-
tero, Inosuch a systemn, the total tun time T consists
of a corstant delay #, phe 2 pocessing time spent
in the most CPU intensive PE. Thiz processing time
depends on the maxirmum mumber O of quariss per
seconds that the systemn can handle, and vatjes with
the quety atrival rate A Other processing tims spaot in
lazz CPUT intansive PEs ars comparatisely negligihls,
and inclodad in £ The tofal fun fime i equal to
T = #4100 — A If we vary the areival rate A,
and mzaznrs the eorrezponding smtime T, we can ths
dative the sespective values of £ and 4

As depicted in Fignre 5, we insert two mondtosing
PEs to carry out the measurameants, The ddeaseres Tpa
PE measurss 2 moving avarags of the intar- arrival rates
A, and armotates the input 300 with a timestap, The
Measwrs Owgpa FE usas this timestarnp information
fwhich iz transparently carried through the intasme-
diate FEs), to eompate the total runtime T, The two
PEs are collocated on the sama host, &0 that tha same
clock pefarence i= wsed to compute the infervals, All
othar PEs are allocatsd on separates hosts in ordar 1o
diztribute the CPU utlization The target deploymnent
teathad wmad in our sxperiments consists of four 4-way
30Hz Intel H2on(Th{) nodes and five 2-way 240Hz
AMD Cpteron (TR 250, running the Limp Suse
%3 operating systermn and infereonmectad with 10t
network e ards via a Clseo Catalyst 6508 switeh Por all
the expetimants, we use the zame sequance of routing
tequests, which sonsist of randornly senarated soures-
deztination pairs undforToly distribgad across the map.

Fignre & shows the results of owr sxperiments, The
cotrespording walues of & and # ase shown in Table
I, The tabla also ineluda the average route lamgths,
The results indicate that the distitmted routing offze=
4% mors thronghput than the centralized approach
with load balaneing (W = 5 CPUs), Howaver, the dis-
tributed apreoach computes mutes that are 7% longse
than the ecenfralized appeoach on the average. This
penalty is dus 1o the lowar laval of details avadlabla in
the corddor map.

W, COMCLUSION

In thiz paper we describe a Flast Management
Center application implemented using Systam 3, a dis-
tibutad infrastrueturs for deploging largs-ze als stz am
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processing appications, The we of a stesam po-
eessing oriented atchitectore addresses several of the
challangze faced in the implamentation of ITS appli-
eations, It promotes the paradigm for reusabls and
modular zoftwars components that can be composad
in differant apdications to arewer diffarent kinds: of
ITS queries; it provides rausable components for intes
facing the data with the outsids world; and it peovidas
the mechandsmns for mana gng coneurrant applications,
shars darivad streams acrozs apfications, and astend
sxisting applications into latger applications without
diztorbing the existing onas.
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