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Abstract of the Dissertation

AC Computing Methodology for Wirelessly Powered Devices

by

Tutu Wan

Doctor of Philosophy

in

Electrical Engineering

Stony Brook University

2019

Limited energy is a significant challenge for Internet-of-things (IoT) based de-

vices since frequent battery replacement is not a practical approach. Various en-

ergy harvesting techniques have been previously proposed to alleviate this chal-

lenge such as photovoltaic, piezoelectric, thermoelectric, and radio frequency (RF)

power harvesting.

In this thesis, an alternating current (AC) computing methodology is proposed

to significantly enhance the power efficiency of wirelessly powered devices such

as computational RF tags and sensor nodes. Contrary to traditional platforms that

integrate direct current (DC)-powered computational logic along with the rectifi-

cation and regulation stages, in the proposed approach, the harvested RF signal is

directly used to power the data processing circuitry by leveraging charge-recycling
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and adiabatic circuit theory. A near-field based wireless power harvesting system

with an 8-bit arithmetic logic unit (ALU) is developed to evaluate the proposed

framework. Simulation results in 45 nm technology demonstrate that the overall

power consumption can be reduced by up to 16 times as compared to the conven-

tional approach that relies on AC-to-DC conversion and static CMOS logic. This

reduction in power enables significant computation capability for RF-powered de-

vices. Furthermore, to address some of the critical security requirements in the

resource-constrained IoT devices, a lightweight encryption algorithm has been im-

plemented in AC computing-based hardware (a bit-serialized SIMON core with

32-bit plain text and 64-bit key), exhibiting significantly higher energy efficiency

as compared to conventional approach. This circuit was fabricated in a commercial

65 nm CMOS technology to experimentrally evaluate the proposed methodology.

Some of the possible future directions of this research include establishing an

ultra-low power communication unit and its system-level integration, increasing the

frequency of RF power signals to the ultra high frequency (UHF) band, exploring

possible solutions to AC energy storage, and evaluating the security characteristics

of AC computing methodology.
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Chapter 1

Introduction

Internet of things (IoT) has emerged as a novel computational paradigm con-

necting enormous number of network nodes with the everyday physical realm [1].

It has applications in many areas ranging from transportation to healthcare. The

enabling factor of IoT is the development and integration of identification, sens-

ing, computational logic, and wireless communication techniques. However, the

existing IoT devices suffer from the fundamental limitation of power delivery. The

advances in conventional electrochemical battery technologies have been relatively

limited as compared to unprecedented progress in computing capabilities [2, 3, 4].

The wide and growing gap between these two trends is a serious concern to the

predicted scalability of IoT devices.

Power harvesting methods have long been considered for traditional wireless

sensor nodes and emerging IoT devices. Some examples include photovoltaic,

electrostatic or piezoelectric, thermoelectric, and RF or inductive energy convert-

ers [5, 6, 7]. Computing techniques in the presence of unpredictable power sources

have also received attention [8].
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Wireless power transmission has become more common during the past decade

due to popular applications such as RFIDs, wireless charging, and RF-powered

bio-implantable devices [9, 10, 11]. Harvesting RF power has the potential to pro-

vide a relatively more stable energy, considering the presence of dedicated energy

sources (RF exciter or RFID reader) or the abundance of ambient communication

and broadcast signals (such as TV/radio broadcast, mobile and Wi-Fi transmit-

ters) [12, 13].

RF power harvesting has been applied to many areas. In the near-field elec-

tromagnetic (EM) region, RF harvesting through inductive coupling is utilized in

brain implantable micro-systems [14, 15, 16, 17]. In the far-field EM region where

antennas are used at much longer distances [18, 19, 20], RF energy harvesting miti-

gates the issue of frequent battery replacement in sensors scattered inside a building,

structure, or outdoor space, which are used for environmental and structural health

monitoring [21, 22].

In a conventional wireless energy harvester, the propagating electromagnetic

wave is received with an antenna or coupling coil. The harvested alternating signal

is then converted into a DC signal through rectification, voltage multiplication, and

regulation [23]. Unfortunately, the power efficiency of these processes is typically

low, particularly when the harvested input power is very small as in typical energy

harvesting systems [24, 25, 26].

In this thesis, an AC computing methodology is proposed for wirelessly pow-

ered devices, as conceptually illustrated in Fig. 1.1. This framework uses the har-

vested AC signal to power the digital logic while eliminating the lossy rectification

and regulation stages. The AC signal is used as both the power and clock signals

by leveraging adiabatic and charge-recycling circuit theory. Significant power is
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Figure 1.1: AC computing methodology vs. conventional approach for RF-powered
devices.

saved by (1) eliminating AC-to-DC conversion and (2) recycling charge during the

operation of digital circuits. Charge-recycling logic is re-engineered for the im-

plementation of the processing circuitry that is powered by the AC signal. In the

first case study, a wirelessly powered implantable computational logic is developed

to demonstrate the advantages of the proposed methodology and investigate vari-

ous characteristics of AC computing-based circuit implementations. In the second

example, a lightweight encryption algorithm, SIMON, is implemented by utiliz-

ing the proposed framework to achieve ultra-low power encryption for RF-powered

devices. This second example is also fabricated as a test chip for experimental

evaluation.

The rest of the thesis is organized as follows. In Chapter 2, background on AC

computing methodology is provided and existing related research is summarized.

Then, one of the proposed implementations, wirelessly powered efficient charge

recovery logic (WP-ECRL) based computing framework, is presented in Chap-

ter 3. Additionally, two alternative AC computing methods, wirelessly powered
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pass-transistor adiabatic logic (WP-PAL) and wirelessly powered complementary

energy path adiabatic logic (WP-CEPAL), are described in Chapter 4. To evaluate

the performance of all three proposed methods and their counterpart (conventional

static CMOS), a comprehensive case study (schematic-level) is developed in Chap-

ter 5 with application to a wirelessly powered implantable device. Furthermore, a

lightweight encryption algorithm for IoT security is implemented with the proposed

methodology and fabricated in 65 nm CMOS technology. The details of this im-

plementation, corresponding results, and the test chip are described in Chapter 6.

Finally, the thesis is concluded in Chapter 7, where various future directions are

also discussed.
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Chapter 2

Background

By interfacing wireless energy harvesting with adiabatic circuit switching prin-

ciple, the proposed methodology mitigates some of the fundamental limitations of

both traditional charge-recycling logic and conventional wirelessly powered de-

vices. Section 2.1 and Section 2.2, describe, respectively, the fundamental prin-

ciples of adiabatic computing (charge-recycling operation) and wireless power har-

vesting. Then, existing research work is discussed in Section 2.3. Finally, the

contributions of this work are highlighted in Section 2.4.

2.1 Historical Perspective to Adiabatic Computing

The term adiabatic originates from the field of thermodynamics and is used to

describe a process where no heat or matter is transferred between a physical system

and its surrounding environment [27, 28]. Therefore, in an adiabatic process, no

energy would be lost in the form of dissipated heat at thermodynamic equilibrium.

Decades before power consumption has become a primary design concern in
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C

R0

vC(t)

i(t)v(t)

VDD

tr

0

Figure 2.1: Equivalent RC circuit to determine the energy loss in adiabatic logic.

VLSI circuits, several theoretical physicists explored the fundamental correlation

between heat generation and computing energy dissipation [29, 30]. In 1961, physi-

cist R. W. Landauer demonstrated that a computing system must dissipate energy

at least equal to kT ln2 if one bit of information is erased during computation [31].

Later, C. H. Bennett developed the concept of reversible computing, describing that

a physical computer can be made thermodynamically reversible, and hence the dis-

sipated energy can be less than kT ln2 or asymptotically approach zero if operated

sufficiently slowly [32]. Even though reversible computing has not yet been fully

demonstrated in practice, following these ideas, the charge-recycling operation and

adiabatic switching were invented in the early 1990s [33]. Charge-recycling or

adiabatic switching leverages these principles in circuit design to minimize power

consumption.

Adiabatic switching operation is illustrated in Fig. 2.1. Consider the equivalent

circuit for an adiabatic logic gate, where C is the load capacitance and R is the on-

resistance of transistors along the charging path [34]. Contrary to the conventional

charging that is achieved by a constant DC voltage, a time-varying voltage source

is used as the power supply. If the transition time tr is sufficiently long, capaci-
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tance voltage vC(t) approximately follows the input signal v(t) [i.e., vC(t)≈ v(t))].

Therefore, the charging current is

i(t) =C
dv(t)

dt
=

CVDD

tr
. (2.1)

The energy dissipated during a charging event is calculated by integrating the

instantaneous power p(t) during the transition time tr,

E =
∫ Tr

0
[vR(t)+ vC(t)] · i(t)dt =

RC
tr

CV 2
DD. (2.2)

A complete cycle consists of charging and recovery. Since the recovery process

consumes the same amount of energy, the overall dissipation during one cycle is

expressed by

EAL = 2
RC
tr

CV 2
DD. (2.3)

As indicated by (2.3), in adiabatic operation, energy is inversely proportional with

the transition time. This characteristic is unlike static CMOS operation where en-

ergy to charge a capacitance does not depend upon the transition time, as indicated

by

EStatic = α
1
2

CV 2
DD, (2.4)
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where α represents the switching activity factor. Equating (2.3) with (2.4) yields

EStatic = EAL,

α
1
2

CV 2
DD = 2

RC
tcritical

CV 2
DD,

→ tcritical =
4RC

α
.

(2.5)

At the critical transition time tcritical , both adiabatic and static energy consump-

tion are equal. Therefore, it is important to note that the transition time should be

larger than 4RC/α for the adiabatic operation to outperform static CMOS. Unlike

self-powered IoT applications, this behavior can be a disadvantage for conventional

applications that demand high performance. It is also important to note that the pa-

rameter RC is highly technology dependent. In modern technologies, this parameter

is in the range of picoseconds. Thus, reasonable power savings can be achieved by

adiabatic operation at sufficiently high frequencies.

A typical adiabatic circuit consists of two primary parts, a digital core consist-

ing of charge-recycling gates and a circuitry for the generation of the AC power

supply signal [35]. The generated AC signal behaves as both the power supply

and clock signal and commonly referred to as the power-clock signal. Thus, adi-

abatic circuits are typically inherently pipelined. Due to its highly desirable char-

acteristic, significant research has been conducted on charge-recycling operation

since 1990s [36, 37, 38]. Despite these research efforts, the practical application of

charge-recycling has remained limited due to well understood limitations, particu-

larly on the inefficient generation of the aforementioned power-clock signals, with

up to 10 to 30% efficiency [39, 40]. When charge-recycling is applied to wirelessly

powered devices, this significant limitation is eliminated since the harvested signal
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Frequency Band Wavelength λ/2π

125 - 134 KHz LF 2.3 km 367 m
13.56 MHz HF 22 m 3.5 m

865 - 868 MHz UHF 35 cm 5.5 cm
902 - 928 MHz UFH 33 cm 5.2 cm
2.4 - 2.48 GHz UFH 12 cm 2 cm

5.8 GHz SFH 5.1 cm 0.8 cm

Table 2.1: Common radio frequencies and their corresponding wavelengths.

is already in the form of an AC signal. Another traditional limitation is the reliable

distribution of multiple power-clock signals throughout the entire die while main-

taining certain phase difference among the power-clock signals. This limitation is

also alleviated in wirelessly powered devices due to much smaller die areas (and

therefore less complexity) as compared to high performance circuits.

2.2 Wireless Power Transfer

The primary power source used in this work is radio frequency (RF) waves,

generated from either a dedicated RF transmitter or ambient RF energy sources,

such as Wi-Fi, TV, and radio broadcasting signals [12, 13, 26, 41]. Ambient RF

harvesting is free and ubiquitous, but the transmitted power fluctuates significantly,

from 10 MW for TV broadcasting tower, to 0.1 W for mobile communication de-

vices [18]. Consequently, a supercapacitor or microbattery is required to sustain a

relatively stable power level. In contrast, RF harvesting from a dedicated source

is able to provide predictable energy and is therefore more reliable for applications

that demand continuous power [19, 42, 43]. In this thesis, the primary focus is on

RF power harvesting from dedicated sources.
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RF power harvesting covers a large range of frequencies, as listed in Table 2.1 [19].

Furthermore, determined by the transmission range r, wavelength λ and radiating

antenna size D, wireless power transfer can be divided into three major communi-

cation mechanisms between the RF source and the receiver, as expressed by [44]

λ

10
< D <

λ

2
→


r ≤ 0.62

√
D3

λ
, Near Field Inductive

0.62
√

D3

λ
< r ≤ 2D2

λ
, Near Field Radiative

r� λ,r� D. Far Field Radiative

(2.6)

Based on the wireless energy harvesting technique used in RFID tags and cer-

tain biomedical implantable devices, the target IoT device in this research extracts

the power supply voltage through near-field inductive coupling at 13.56 MHz [45].

In this scenario, a primary coil is driven by an RF power amplifier to transmit a ded-

icated radio wave. The target wireless device harvests the electromagnetic energy

by secondary coils (that are inductively coupled).

The percentage of energy extracted by the secondary coil can be evaluated from

the coupling factor k, which, in the air, can be empirically expressed by [11]

k =
r2

1r2
2

√
r1r2(

√
x2 + r2

2)
3
, (2.7)

where r1 and r2 are the radii of, respectively, the primary and secondary coils. x

represents the distance between the two coils. This weakly coupled topology can

be accurately modeled with an RLC circuit and an ideal transformer, as depicted

in Fig. 2.2. In this electrical model, L1 and L2 of the ideal transformer represent
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Figure 2.2: Equivalent model of a weakly coupled inductive energy harvesting sys-
tem.

the two separate coils. Rp represents the parasitic resistive loss in the front-end

harvesting circuitry and Ct is the tuning capacitance for boosting the coil voltage

level. The ratio N inside the transformer is given as [11]

N = k

√
L2

L1
. (2.8)

2.3 Existing Works on AC Computing

In earlier research on AC computing, a very low frequency (60 Hz - 300 Hz) AC

power supply was proposed for wirelessly powered devices [46]. Since the power

supply frequency is several orders of magnitude lower than the typical digital data

rates, the AC signal behaves as if the voltage level is approximately constant. The

processing circuit undergoes three phases of operation: turn-on (once the power

supply exceeds the threshold voltage), perform computation, and turn-off [47]. An

accurate power-on-reset is required to guarantee correct operation. Furthermore, a

dynamic memory cell is needed to retain states between on and off cycles. As a

significant limitation, this approach can only be applicable to wireless power har-

vesting systems with very low frequency.
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In 2004, an AC-only RFID tag was proposed for bar-code replacement [48].

The logic adopted in the circuitry is a combination of quasi-static energy recovery

logic [49] and a group of transmission gates that switch on and off during each half

cycle of the AC power supply signal. The RFID tag chip was fabricated in 0.13 µm

CMOS process and consumes 0.002 mm2, approximately three times smaller than

a conventional RFID-tag. The proposed approach, however, increases the overall

power consumption.

In 2007, a quasi-static adiabatic logic consisting of diodes [50] was used for

a low frequency (LF) ID tag [51]. The circuit consists of a pair of cross-coupled

nMOS transistors, a pair of complementary NP functional blocks, and two diodes

in series with P logic. The proposed approach alleviates the issue of dynamic power

in conventional adiabatic circuits, but suffers from relatively large energy dissipated

by the diodes.

In 2016, an RFID tag with RF powered digital logic (without rectification) was

proposed [52]. The proposed RF-Only logic is similar to the quasi-static energy re-

covery logic in terms of topology [49]. The top and bottom power supply transistors

behave as a switch controlled by the AC signal rather than acting as diodes. The

proposed logic is similar to static CMOS (therefore relatively easier to design com-

plex circuits), but suffers from degraded robustness caused by the floating output

node during part of the operation. Furthermore, only a small portion of the charge

stored at the load capacitance is recycled, which is not energy-efficient. According

to simulation results, the tag area was reduced by approximately 80%. The overall

power consumption, however, increased by an order of magnitude.

Contrary to these existing studies that primarily focus on device footprint (and

therefore cost), the primary emphasis of the proposed approach in this thesis is on

12



Figure 2.3: Summary of the three proposed AC computing methodologies for wire-
less power harvesting and required auxiliary circuitry for each approach.

achieving an order of magnitude reduction in power consumption. Such significant

reduction has the potential to expand the application domain of wirelessly powered

devices such as RFIDs due to stronger data processing capability under the same

power budget.

2.4 Contributions of This Work

In the proposed approach, the wirelessly harvested AC signal is used to power

the digital logic that relies on charge-recycling/adiabatic circuits [53]. The rec-

tification and regulation steps that exist in conventional methods are eliminated.

As depicted in Fig. 2.3, three approaches are proposed, each exhibiting different
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requirements and tradeoffs, as described in the following chapters. The major con-

tributions of this thesis can be summarized as follows:

• Three different circuit implementations of the proposed AC computing method-

ology are developed and evaluated with a comprehensive case study for brain

implantable devices with near-field based wireless power transfer.

• The effect of circuit size on both overhead (consumed by supporting cir-

cuitries in the proposed methods) and processing power is investigated for

each of the proposed methods and the conventional approach.

• The behavior of the proposed methods under scaled voltages is investigated

and compared with the conventional approach.

• The advantages and limitations of the proposed methods are qualitatively

discussed, thereby identifying related tradeoffs and providing useful design

guidelines.

• The proposed AC computing methodology is demonstrated via a test chip

in 65 nm CMOS technology, where a lightweight encryption algorithm, SI-

MON, is implemented. The ultra-low power implementation of encryption

enables more secure operation in highly resource-constrained IoT devices

that rely on wireless energy.
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Chapter 3

WP-ECRL based AC Computing

Framework

In the proposed computing approach, the harvested AC signal (in the form of a

sine wave) is directly used for computation by leveraging existing efficient charge

recovery logic (ECRL) circuit. In this charge-recycling based logic, power dissipa-

tion is significantly reduced by 1) steering the currents across the transistors with

small voltage differences, and 2) by gradually recovering part of the energy stored

in the parasitic capacitances [38]. The following sections in this chapter are orga-

nized as follows. In Section 3.1, the basic principles of ECRL circuit are described.

The design details of an ECRL-based 4-bit carry ripple adder are illustrated in Sec-

tion 3.2. The auxiliary circuits used in WP-ECRL computing framework are dis-

cussed in Section 3.3, Section 3.4, and Section 3.5. Finally, the simulation results

are presented in Section 3.6 and this work is summarized in Section 3.7.
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3.1 ECRL Operation Principles

The efficient charge recovery logic (ECRL) was invented in mid 1990s as an al-

ternative computing method to static CMOS operation [35]. Its applicability, how-

ever, has remained highly limited due to the inefficient generation of the required

AC (or trapezoidal) signal from a DC supply voltage, sacrificing most of the power

savings [54].

In this chapter, ECRL, powered by a four-phase AC signal (known as the power-

clock signal), is chosen as the logic family, as shown in Fig. 3.1(c). Power-clock

signal is a sinusoidal waveform and has four phases: evaluation (E), hold (H), re-

covery (R), and wait (W). As shown in Fig. 3.1(b), an ECRL inverter has two cross-

coupled PMOS transistors for precharge/evaluation and recovery phases, and two

NMOS transistors for the functionality. Once the PCLK signal reaches the thresh-

old voltage of M1, outbar starts to follow PCLK signal, assuming signal in is at

logic high (so that outbar is at logic low). During the hold phase, the output voltage

is stable so that the next stage can properly evaluate. During the recovery phase,

PCLK gradually falls, recycling the charge stored on the load capacitance. For sym-

metry, a wait phase is inserted to complete the four-phase power-clock operation.

There is 90◦ phase difference between the power-clock signal of adjacent gates,

requiring four power-clock signals. Thus, ECRL logic is inherently pipelined.

For WP-ECRL, as depicted in Fig. 3.1, a peak detector and two phase shifters

are introduced. The peak detector consists of a diode-connected PMOS transistor

where the output signal is connected to the bulk terminals of all of the PMOS tran-

sistors to properly bias the substrate [55]. Note that the current that flows through

the peak detector is negligible and therefore the power loss is minimized. Two LC

phase shifters are used to obtain four AC signals with 90◦ phase difference.
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Figure 3.1: WP-ECRL: (a) Requirement for two phase shifters and a peak detector.
(b) AC power-clock signal. (c) Inverter gate. (d) Cascaded gates.

17



3.2 Charge-Recycling 4-Bit Carry Ripply Adder

A 4-bit adder is chosen to demonstrate the functionality of the computational

block that operates with the wirelessly harvested AC signal. Considering the in-

herently pipelined characteristic of ECRL logic, output signals should be carefully

synchronized. Specifically, the overall number of ECRL gates from input to output

should be the same for each output. This behavior requires the insertion of ECRL

buffers along certain output paths.

A 4-bit carry ripple adder consisting of four cascaded 1-bit full adders requires

4 cycles (since 1-bit full adder requires 1 cycle) to complete an addition operation,

assuming a standard cell based adder design. Instead, the propagate and generate

signals are utilized for the carry ripple adder, as depicted in Fig. 3.2. Furthermore,

the AND gate and OR gate are merged into one complex ECRL gate, referred to

as the ECRL group PG cell [35]. Finally, due to inherent pipelining, buffers are

inserted to synchronize each output. A logic depth of 1.25 cycles is achieved. This

4-bit ECRL carry ripple adder can be used as a building block to develop high bit

ECRL adders.

3.3 Wireless Link

The parameters of the wireless link for the proposed approach are listed in Table

3.1. The two inductors are assumed to be implemented on the board. Note that the

two inductors within the secondary coupling circuit are configured such that the two

harvested RF signals have 180◦ phase difference, thereby providing the first and

third power-clock signals required for the ECRL logic. The remaining two phases

are obtained by the proposed phase shifter, described in the following section.
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Figure 3.2: Block diagram of a 4-bit ECRL carry ripple adder utilizing the generate
and propagate signals.

Parameter L1 L2 Rp Ct N
Value 228.4nH 3.656µH 1Ω 330pF 3

Table 3.1: Wireless link specifications.
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Figure 3.3: Phase shift circuitry modeled as a π-LC low pass network.

3.4 Phase Shift Circuitry

Phase shifters generate a fixed phase angle along a transmission line driven by

an electromagnetic wave of a certain frequency. Switched low pass and high pass

topologies are commonly used in monolithic microwave ICs for achieving a flat

band of 180◦ phase shift [56]. Inspired from this topology, the low pass arm is

extracted from the switched line phase shifter to generate the four phase power-

clock signals. The proposed phase shift circuitry can be modeled as a π-LC low

pass network, as shown in Fig. 3.3. For a θ phase shift, the values of inductor (L)

and capacitor (C) in the model are determined from

L =
Z0 sinθ

ω
and C =

1− cosθ

ωZ0 sinθ
, (3.1)

where Z0 is the parallel impedance to alleviate the effect of load variations. The

design parameters of the proposed phase shifter are listed in Table 3.2. The resistor

and inductor are assumed to be implemented on the board. As mentioned in the pre-

vious subsection, 0◦ and 180◦ power-clock signals are obtained from the secondary
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Parameter L C Z0
Value 796µH 100 f F 100kΩ

Table 3.2: Phase shifter specifications.

Figure 3.4: Simulated power-clock signals with 90◦ phase difference.

coupling circuit. Thus, when these two signals propagate through the proposed 90◦

phase shifter, the third and fourth power-clock signals are generated to complete

the full operation of ECRL computational block. The output of the phase shifter is

illustrated in Fig. 3.4, demonstrating 90◦ phase difference.

3.5 Peak Detector

Elimination of the rectification stage makes it difficult to bias the NWell of the

cross-coupled PMOS transistors in both WP-ECRL and WP-CEPAL. If these bulk
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Figure 3.5: Diode-connected MOS transistor used as peak detector to properly bias
the bulk terminals of the pMOS transistors.

nodes are connected to the AC power-clock signal (with negative voltage compo-

nents), the bulk-to-drain junction diodes are turned on when the junction voltage

exceeds the forward-on threshold, dissipating unnecessary power due to significant

forward bias diode current. To prevent this issue, a peak detector is used, as depicted

in Fig. 3.5.

Thus, an unregulated DC voltage (approximately equal to the peak value of the

input AC signal) is produced for the bulk nodes. Forward biased junction diodes

are prevented. Output of the peak detector is shown in Fig. 3.6 where the input is

the harvested AC signal. The relatively large ripple voltage at the output does not

degrade performance since this voltage is used only to bias the bulk terminals.

Note that unlike a conventional rectifier used for generation of DC supply volt-

age that transmits significant current to the output load, the current across the pro-

posed peak detector is negligible. Thus, the energy loss is sufficiently low.
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Figure 3.6: Simulated input and output waveforms of the peak detector.

3.6 Simulation Results

To investigate and quantify the benefits of the proposed approach, both the tra-

ditional method that rectifies and regulates the harvested AC signal and the pro-

posed method are designed using 45 nm technology. Both approaches have the

same wireless link, as described in Section 3.3 where the transmission frequency is

13.56 MHz. Note that this is the standard frequency for silicon based item-level RF

identification [57].

For the conventional approach, an efficient and low complexity rectifier and

regulator are designed. The output voltage is regulated at approximately 1 V. This

voltage powers a conventional 4-bit carry ripple adder operating at 13.56 MHz. All

of the primary inputs and outputs are latched into flip-flops.

Alternatively, for the proposed approach, the phase shifter described in Sec-
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Figure 3.7: Four power-clock signals at 13.56 MHz frequency and with 90◦ phase
difference, as generated by the phase shifter. These sinusoidal power-clock signals
drive the ECRL adder in the proposed approach.

tion 3.4 is designed to generate four power-clock signals with 90◦ phase difference,

as depicted in Fig. 3.7. These sinusoidal power-clock signals are used to drive the

ECRL adder, described in Section 3.2. Note that the peak amplitude of the power-

clock waveforms shown in Fig. 3.7 is not identical with approximately 100 mV

variation. This variation is due to the slightly different load impedance seen by each

power-clock signal. This difference, however, does not affect the proper operation

of the ECRL adder since the peak voltage is greater than the threshold voltage. The

output signals of the ECRL adder driven by the wirelessly harvested AC signal are

shown in Fig. 3.8 when a cyclic input data pattern is provided as Cin = 11110000,

Ai = 01010101, Bi = 11001100, where i = 1,2,3,4. As demonstrated by the output
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Figure 3.8: Output signals of the 4-bit charge-recycling adder driven by four AC
signals. The AC signals are obtained from the phase shifter, which takes the wire-
lessly harvested AC signal as the input.
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Conventional Design Proposed Design
Block Energy Loss (fJ) Block Energy Loss (fJ)

4-bit Adder 5958 4-bit Adder 500
Rectifier and Regulator 70502 Phase Shifter 11490

Total 76460 Total 16490

Table 3.3: Energy dissipation comparison of the proposed and traditional approach.

signals, the ECRL adder accurately and reliably works with the harvested AC signal

where the logic high voltage levels are sufficiently distinguishable.

To compare energy consumption, both the traditional design (wireless link, rec-

tifier, regulator, and static CMOS based 4-bit adder running at 13.56 MHz) and

proposed approach (wireless link, phase shifter, and ECRL based 4-bit adder run-

ning with four harvested AC signal, each at 13.56 MHz) are simulated for 4 µs

and the consumed energy is analyzed, as listed in Table 3.3. According to this ta-

ble, the overall energy consumed by the proposed approach is five times less than

the energy consumed by the traditional approach, even though both systems oper-

ate at the same 13.56 MHz frequency. Furthermore, the reduction in energy con-

sumption is expected to further increase with a larger computational block since

charge-recycling adder consumes approximately eleven times less energy than the

static CMOS adder. Thus, the overhead incurred due to the phase shifter is further

reduced as the size of logic circuit grows.

3.7 Summary

A novel WP-ECRL based computing method has been proposed for IoT de-

vices. The proposed method revitalizes the existing charge-recycling theory through

application to wireless power harvesting. Despite the well-known limitations of
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the charge-recycling circuits in conventional systems, in the proposed application,

charge-recycling can achieve significant power savings since the wirelessly har-

vested signal is already in the form of an AC signal. Electrical models and circuits

have been developed for the wireless link, phase shifter, rectifier, and regulator. A

comprehensive analysis method has been generated to achieve a fair comparison.

Simulations in 45 nm technology demonstrate that the proposed approach can re-

duce the overall energy by approximately five times.
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Chapter 4

WP-PAL and WP-CEPAL based AC

Computing Framework

In the previous chapter, the proposed WP-ECRL framework introduces the phase

shifters to generate four power-clock signals with 90◦ phase difference. Phase

shifter requires very high quality and large inductors (particularly at low frequen-

cies) to minimize loss, which can be highly challenging to implement. These blocks

also reduce the overall power savings achieved by AC computing. Two alterna-

tive charge-recycling based methods are proposed and described in Section 4.1 and

Section 4.2, respectively. Simulation results and related discussion are presented in

Section 4.3. Finally, the chapter is concluded in Section 4.4.
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Figure 4.1: WP-PAL: (a) Requirement for two signal shapers and AC power-clock
signals. (b) Inverter gate. (c) Cascaded gates.

4.1 WP-PAL based Computing Framework

In this chapter, pass-transistor adiabatic logic (PAL) [58] is used for AC compu-

tation with an additional block, referred to as signal shaper, as illustrated in Fig. 4.1.

4.1.1 PAL Operation Principles

Similar to ECRL, a PAL gate consists of two NMOS transistors N1, N2 , and

a pair of cross-coupled charging/recovering PMOS transistors P1, P2. The primary

advantage of PAL over ECRL is the ability to fully recover charge since the NMOS

transistors are connected to AC power supply (unlike ECRL where the NMOS tran-

sistors are connected to ground) [59]. Thus, a lower logic power consumption can
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be achieved. The operation of a PAL inverter shown in Fig. 4.1(b) can be sum-

marized as follows. Assume that initially, input signal in is at logic high and AC

supply PCLK is rising. A conducting path is formed between outbar and PCLK

since N1 is on. Thus, node outbar follows the PCLK whereas node out is floating.

As the PCLK reaches the threshold voltage, transistor P1 turns on and fully charges

outbar. Finally when the PCLK is falling, the charge stored at outbar node is fully

recovered through both N1 and P1.

In addition, note that PAL is a two-phase logic where the AC supply of each

successive gate is 180◦ out-of-phase with the respect to the previous gate, as de-

picted in Fig. 4.1(c). Thus, when one of the gates is at the evaluation phase, the

preceding gate is at the hold phase, maintaining the input signals stable for the eval-

uating gate. This behavior is also a significant advantage over ECRL that requires

four-phase operation. Thus, contrary to ECRL, in PAL based AC computing for

wireless devices, a phase shifter is not needed within the receiver, thereby reducing

the overhead power consumption. Note that the two inductors within the receiver

are configured such that the two harvested AC signals have 180◦ phase difference,

which is sufficient for PAL operation.

4.1.2 Signal Shaper

Despite the advantages mentioned in previous section, PAL cannot correctly op-

erate with the harvested AC signal that has both positive and negative voltage com-

ponents. To mitigate this limitation, a low complexity signal shaper is proposed, as

shown in Fig. 4.2. The proposed signal shaper consists of a PMOS transistor with

the bulk, gate, and one of the junctions shorted together. The input is the wirelessly

harvested AC signal with -1 V to 1 V whereas the output is from 0 to approximately
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Figure 4.2: Signal shaper for WP-PAL based AC computing.

1 V. The signal shaper lets the output gradually follow the shape of the input AC

signal, but does not let the output fall below zero volt (see Fig. 4.2). The simulated

output waveform of signal shaper is shown in Fig. 4.3. Specifically, the transistor

is sized to act as a voltage divider where the output signal is always positive. When

the input voltage is higher than the output voltage (transistor is on), the voltage dif-

ference across the signal shaper is sufficiently low, thereby minimizing the power

loss.

Two signal shapers are required since there are two harvested AC signals with

180◦ phase difference. The simulated output waveform of a wirelessly powered

inverter with and without signal shapers is illustrated in Fig. 4.4. As shown in this

figure, the signal shaper eliminates the negative voltage components at the output

that can be as low as -0.5 V when there is no signal shaper.

It is important to note that the proposed signal shaper can work bidirectionally

and recover charge. Even when the transistor is off due to zero VGS, the charge flows

back to the AC power supply through relatively large gate-to-source and gate-to-

bulk capacitances since the junctions have AC signals (unlike static CMOS). Thus,

full charge recovery is preserved.
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Figure 4.3: Simulated output voltage and current waveforms of a signal shaper.

Figure 4.4: Simulated output waveform of a wirelessly powered inverter with and
without signal shapers.
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However, as the capacitance of the transistor has to be comparable to the equiv-

alent capacitance of PAL logic, the size of the transistor becomes larger leading

to the lower efficiency of the shaper. To overcome the efficiency degradation, an

improved signal shaper with an external capacitance has been proposed and theo-

retically analyzed in this work [60].

4.2 WP-CEPAL based Computing Framework

The primary components of the wirelessly powered complementary energy path

adiabatic logic (WP-CEPAL) based approach is depicted in Fig. 4.5.

4.2.1 CEPAL Operation Principles

CEPAL is similar to static CMOS logic with complementary pull-up and pull-

down networks [61]. In addition, CEPAL has a pair of diode-connected charging

transistors (P1 and P2) and a pair of diode-connected discharging transistors (N1

and N2), as shown in Fig. 4.5(c). Similar to PAL, CEPAL requires two out-of-

phase power-clock signals. Unlike PAL, each gate of CEPAL requires both power-

clock signals at the same time, as depicted in Fig. 4.5(d). As such, CEPAL is not

inherently pipelined but quasi-static.

Referring to Fig. 4.5(c), assume that initially, node out is at logic low and the

input of the inverter transitions from logic high to logic low. As PCLK starts to

rise from low to high (PCLK is transitioning from high to low), pull-up transistor

P3 switches on, enabling one of the two charging paths through diode-connected

transistors P1 and P2 (depending upon the AC supply voltage). Thus, the output

node follows either PCLK or PCLK. Once out node reaches the peak voltage level,
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Figure 4.5: WP-CEPAL: (a) Requirement for two signal shapers and a peak detec-
tor. (b) Two out-of-phase AC power-clock signals. (c) Inverter gate. (d) Cascaded
gates.
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the PCLK starts to go down, producing a floating output for a short amount of time.

This issue is eliminated by the rising PCLK. In order to guarantee proper operation,

CEPAL requires two signal shapers and a peak detector to provide, respectively, an

appropriate AC supply and bulk biasing voltage, as indicated by Fig. 4.5(a).

4.3 Simulation Results

To demonstrate the feasibility of the proposed WP-PAL and WP-CEPAL and

quantify the benefits in efficiency, a wireless link based on near-field inductive cou-

pling has been designed. The weakly coupled wireless link can be accurately mod-

eled with an RLC circuit and an ideal transformer, while considering the resistive

losses due to the coils (Refer to Section 2.2 in Chapter 2 and Section 3.3 in Chap-

ter 3).

The wireless link has been combined with a 16-bit carry select adder that has

been designed using both conventional and proposed methods [62]. A 45 nm

CMOS technology has been used for each method. The wirelessly harvested signal

varies from -1 V to +1 V. In the conventional approach, the harvested AC signal has

been converted into a regulated DC signal of 1 V through a rectifier and regulator.

The regulated DC signal has been used to power conventional static CMOS based

16-bit carry select adder with flip-flops at the primary inputs and outputs. Alterna-

tively, in the proposed approach, the harvested AC signal has been directly used for

computation using three different charge-recycling mechanisms (WP-ECRL, WP-

PAL, and WP-CEPAL), as described in the previous section and chapter. ECRL

and PAL are inherently pipelined so no flip-flops are required. Additional buffers,

however, are inserted to ensure that the number of gates from inputs to each output
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Figure 4.6: Comparison of the average power consumed by the 16-bit carry se-
lect adder operating at 13.56 MHz and designed in both existing and the proposed
methods.

is the same, thereby correctly synchronizing the data flow. Similar to static CMOS,

CEPAL requires flip-flops for synchronization. The average power consumed by

each method has been analyzed at the same frequency (low RFID frequency band

of 13.56 MHz) for 100 clock cycles with the same input data pattern. The results are

shown in Fig. 4.6. According to this figure, the overall average power consumed

by the conventional method is approximately 26.4 µW. Alternatively, the power

consumed by the proposed method can be as low as 1.97 µW (for the wirelessly

powered PAL), demonstrating 13.4× reduction. Note that the power consists of

two components: processing and overhead power. The processing power represents

the logical power consumed by the 16-bit adder whereas the overhead power repre-

sents the power consumed by the supporting blocks. In conventional method, these

supporting blocks include the rectifier and regulator, consuming 17.6 µW, approxi-
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mately 67% of the overall power. In wirelessly powered (WP) ECRL, the overhead

power is due to two phase shifters (resistive loss) and a peak detector, consum-

ing 3.7 µW. In WP-CEPAL, the overhead power due to two signal shapers and a

peak detector is 1.5 µW. Finally, in WP-PAL, the overhead power due to two signal

shapers is 1.7 µW. These results demonstrate that in the proposed approach, both

the processing and overhead power are reduced, increasing the energy efficiency of

a wirelessly powered device by up to an order of magnitude.

4.4 Summary

The two proposed charge-recycling approaches (WP-PAL and WP-CEPAL) can

achieve up to 13.4× reduction in overall power as compared to the conventional

case. More importantly, contrary to WP-ECRL based AC computing framework,

the two frameworks in this chapter eliminate the phase shifters that are highly chal-

lenging to implement and obtain approximately 60% reduction in the overhead

power consumed by auxiliary circuits (phase shifters and peak detectors in WP-

ECRL, signal shapers and peak detectors in WP-PAL and WP-CEPAL).
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Chapter 5

AC Powered ALU for Deep Brain

Implantable Devices

A wirelessly powered 8-bit arithmetic logic unit (ALU) is designed in this chap-

ter with application to biomedical implantable devices [63]. The objective of this

chapter is to achieve a comprehensive comparison of the three proposed implemen-

tations. The rest of the chapter is organized as follows. The background related

to implantable electronic devices is provided in Section 5.1. The customized in-

ductive wireless link is discussed in Section 5.2. In Section 5.3, the details of the

proposed AC powered 8-bit ALU are presented. The simulation results are analyzed

in Section 5.5. Finally, a discussion on design tradeoffs related to AC computing

methodology is provided in Section 5.6, and conclusions are drawn in Section 5.7.

38



5.1 Overview of the Application

In implantable applications, wireless powering and communication are essen-

tial since any wiring through the skin poses a significant health risk. RF energy

is transmitted through inductive coupling due to high attenuation of the electrical

field within the body [64]. Transmitted RF power is limited by the heating of the

body tissue and these limits are determined by specific absorption rates for different

tissues [65, 66]. This limitation significantly constrains the amount of power that

can be delivered to the implant. Thus, achieving high energy efficiency and small

form factor are among the primary challenges in the design of implantable devices.

Implantable devices record biological signals, such as neural activity [67, 68],

and/or stimulate different parts of the neural system [69]. In many applications,

like in the case of deep-brain implants, the optimal stimulation timing and pattern

are obtained by processing the recorded data, calling for the design of a closed-

loop system. The existing designs of such systems [70, 71] have data processing

implementation moved to a different location within the body where more energy is

available due to the extended physical space for a battery. As demonstrated in this

thesis, the proposed AC computing methodology significantly reduces the energy

cost of data processing and can therefore lead to implementation of a closed-loop

system on a single substrate.

5.2 Inductively Coupled Wireless Link

In this case study, the focus is on near-field energy harvesting. The wireless

power harvesting system includes an external coil placed adjacent to the skin (for

transmission of the RF signal) and an implanted receiving coil. An RF power ampli-
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Figure 5.1: Lumped model of an inductively coupled wireless power harvesting
system.

fier drives the external coil and a dedicated RF electromagnetic wave is transmitted.

A portion of this RF energy is captured by the implantable coil. The lump model

of the link is illustrated in Fig. 5.1 [64], which presents a reasonable approximation

up to 100 MHz of the transmitting frequency. L1 and L2 represent the inductances

of the two separate coils and M is the mutual inductance. Rs1 and Rs2 represent

parasitic resistive loss, while Cp1 and Cp2 are the parasitic capacitances in the coils.

C1 and C2 are the tuning capacitance in order to achieve resonance in both the ex-

ternal and implantable circuits. RS and RL are the source and load resistances. The

design of the coils in the wireless link is driven primarily by the application, that

sets the physical constraints in the design of both coils and the distance between the

coils. The form factor of the implant determines the size of the receiving coil. The

optimal frequency of the transmission is also dependent on the application scenario.
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If the external coil is sized on the order of a few centimeters, the optimal frequency

is on the order of 40 MHz [72]. In the case of smaller external coil, the optimal

frequency shifts to the order of 1 GHz [73].

To illustrate the design process of a wireless link, a deep brain implantable de-

vice is assumed. Transmitting coil is designed with a diameter of 5 cm and two

designs of the receiving coil with diameters of 1.5 mm and 3 mm are explored.

A full-wave electromagnetic field solver based on finite element method, HFSS

(high frequency structural simulator), is utilized to analyze and extract the network

characteristics of the wireless link. The power efficiency and the parameters for

the equivalent narrow band model of the link (see Fig. 5.1) are determined from

S parameters extracted from HFSS and Keysight Advanced design system (ADS)

simulations. The simulation setup is depicted in Fig. 5.2 and the human head model

is shown in Fig. 5.3. The physical and electrical characteristics of the coils are sum-

marized in Table 5.1. The power efficiency reaches -37.4 dB at a distance of 6 cm,

assuming matching networks are available for transformation of load impedance to

achieve optimum efficiency. The maximum available power for the operation of

the implantable device as a function of the distance between the coils is shown in

Fig. 5.4. This figure demonstrates that by lowering the power consumption of the

implantable coil (as targeted in this research), a greater implantation depth can be

achieved.

5.3 AC Powered 8-bit ALU

The RF energy harvested from the near-field wireless link described above is

used to power an 8-bit ALU. The ALU consists of two types of computational
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Figure 5.2: Wireless link simulation setup: transmitting and receiving coils at Dimp
distance.
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Figure 5.3: Model of the human head for deep brain implantable devices. GM and
WM refer, respectively, to gray matter and white matter.
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Parameter Tx Rx1 Rx2
Diameter (mm) 50 1.5 3

Material Cu Cu Cu
Number of turns 1 2 2

Trace width (mm) 3 0.2 0.3
Trace Thickness (µm) 38 38 38

Space between turns (mm) N/A 0.1 0.1
Effective L@13.56 MHz (nH) 126.3 4.6 17.4

Resistance (mΩ) 64.7 21.2 49.9
Resonance capacitor (nF) 1.09 29.9 7.9

Table 5.1: Parameters of Tx and Rx coils.

Figure 5.4: Available power for the operation of the implant with two different sizes
of the receiving coil as a function of distance between transmitting and receiving
coils.
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Figure 5.5: Block-level diagram of the 8-bit arithmetic logic unit.

blocks: boolean logic (INV, OR, XOR, and AND) and arithmetic logic (adder, sub-

tracter, and multiplier), as shown in Fig. 5.5.

To demonstrate the proposed methodology, the ALU is implemented with each

of the three proposed approaches (see Fig. 2.3) as well as the conventional method

where the wirelessly harvested AC signal is rectified, regulated, and used with con-

ventional static CMOS. 45 nm technology with a nominal voltage of 1 V is used for

each approach. These design characteristics are also summarized in Table 5.2 for

each approach.

It is important to note that WP-ECRL and WP-PAL are inherently pipelined

with a logic depth of 10 clock phases. Since ECRL operates with 4-phase power-

clock signal whereas PAL operates with 2-phase power-clock, the latency for ECRL

and PAL are, respectively, 10/4 = 2.5 and 10/2 = 5 clock cycles. Alternatively,

WP-CEPAL and static CMOS based approaches require sequential circuits (flip-
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Transistor Number Latency Operation
WP-ECRL 4158 2.5 clock cycles 4-phase
WP-PAL 4158 5 clock cycles 2-phase

WP-CEPAL 9394 4 clock cycles quasi-static
Static CMOS 6990 4 clock cycles static

Table 5.2: Characteristics of the 8-bit ALU for each of the proposed and conven-
tional approaches.

flops) for synchronization, resulting in 4 pipelining stages. As such, the overall

number of transistors in WP-CEPAL and static CMOS is higher than WP-ECRL

and WP-PAL. WP-CEPAL requires the highest number of transistors since each

gate in CEPAL requires four transistors in addition to the conventional pull-down

and pull-up networks [see Fig. 4.5(c)]. WP-ECRL and WP-PAL require the least

number of transistors since there are no flip-flops and the pull-up network in each

gate only consists of two pMOS transistors [see Fig. 3.1(c) and Fig. 4.1(b)]. Also

note that dual-rail encoding in adiabatic logic generates complementary output sig-

nals. As such, some arithmetic operations such as subtraction that requires the 2’s

complement can be built without introducing additional inverters.

In WP-ECRL and WP-PAL that do not have any flip-flops due to inherent

pipelining, additional buffers are used to synchronize data paths with different

logic depths. Specifically, buffers are inserted to those data paths with shorter logic

depths to ensure that the outputs are synchronized with the same power-clock sig-

nal. This requirement adds significant overhead to WP-ECRL and WP-PAL as

compared to WP-CEPAL and static CMOS logic. To partially mitigate this issue,

multiple gates can be merged into a single complex gate, thereby reducing the logic

depth of a data path, as depicted in Fig. 5.6 for a 1-bit full adder. In this exam-
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Figure 5.6: Merging multiple gates into a single complex adiabatic gate to mitigate
the overhead of additional buffers required for synchronization.

ple, output S (sum) takes two phases of the AC power-clock signal whereas output

Cout (carry) takes three phases. Thus, an additional buffer would be required at the

output of S to synchronize these two signals. Instead, these two functions can be

merged into a single ECRL (or PAL) complex gate, as shown in Fig. 5.6.

5.4 Auxiliary Circuitry

5.4.1 RF-DC Converter

RF-DC converter/regulator is considered as an auxiliary circuitry for the con-

ventional approach, as illustrated in Fig. 5.7. Typical maximum power conversion

efficiencies at low input power levels are in the range of 30 to 40% due to voltage

drop across the diodes [25, 74, 75, 76]. To ensure a fair comparison between con-

ventional and proposed approaches, the RF-DC converter/regulator is designed to
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Figure 5.7: Circuit diagram of a low complexity RF-DC converter and regulator
required for traditional approaches.
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Figure 5.8: Simulated output waveforms of the wireless link, rectifier, and regulator.
The final regulated output voltage is approximately 1 V, which is used to drive the
conventional 8-bit ALU running at 13.56 MHz clock frequency.
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Figure 5.9: An RLC model of LC phase shifter and RC load

achieve a power efficiency of 32.9% (39.7% for rectification stage and 95.2% for

regulation stage). The harvested wireless signal as well as rectified and regulated

signals are illustrated in Fig. 5.8. The regulated 1 V is used to power 8-bit ALU

designed with conventional static CMOS method with the same clock frequency of

13.56 MHz.

5.4.2 Phase Shifter Optimization

LC phase shifter is designed to provide four-phase power-clock signals for the

operation of WP-ECRL computing blocks, as discussed in Chapter 3. To investigate

the effect of load variation on the phase shifter, an RLC lumped model is derived, as

shown in Fig. 5.9. The transfer function of the model in s domain can be expressed

by

H(s) =
Vout(s)
Vin(s)

=

1
sC0
‖ R0 ‖ (RL +

1
sCL

)

sL0 +
1

sC0
‖ R0 ‖ (RL +

1
sCL

)
. (5.1)

Based on the transfer function, the effect of varying load on phase shifter output

is analyzed. Fig. 5.10(a) shows the relationship between the transfer function and

load resistance. As the load resistance RL increases, the magnitude and phase delay

of the transfer function decreases. Also, it is found that larger load capacitance CL
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leads to larger phase delay, which is depicted in Fig. 5.10(b). To mitigate the load

variation and reduce power consumption, parallel resistance R0 plays an important

role in the RLC model. As can be seen from Fig. 5.10(c), the magnitude and phase

delay are reduced with decreasing parallel resistance. Smaller parallel resistance,

however, causes larger current and consume more energy.

5.4.3 More about Signal Shaper

The signal shaper (described in Chapter 4) has two distinct phases of operation.

In the first phase, for a small fraction of the sine wave period, the transistor operates

in the sub-threshold region and the source-bulk diode is forward biased. In the

second phase, the transistor and the parasitic diodes are turned off. Referring to

Fig. 4.2, if the transistor capacitors CGS and CSB are comparable in size to the load

capacitance seen by the power-clock signal, the capacitive coupling current flowing

through the capacitors CGS and CSB is much larger than the leakage current and the

output voltage is a scaled version of the input voltage. The ratio of capacitors CGS,

CSB and load capacitance (which depend upon the size of the signal shaper and the

number of driven transistors) determines the ratio of the input and output voltage

in this region of operation. In the mean time, the size of the signal shaper also

sets the overall DC level of the output voltage. The optimal size of the transistor

leads to a sine wave-like signal at the output that is always greater than zero volt. To

better understand the operation and the high power efficiency of the proposed signal

shaper, the time domain waveforms of the currents of all four transistor terminals

are illustrated in Fig. 5.11, along with the depiction of the evaluation and recovery

phases.

The duty cycle and the DC level of the signal shaper output voltage are deter-
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Figure 5.10: Analysis of LC phase shifting network. (a) Effect of load resistance
on LC phase shifter, (b) Effect of load capacitance on LC phase shifter, (c) Effect of
parallel resistance on LC phase shifter.
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Figure 5.11: Waveforms of the signal shaper to better understand the high efficiency
operation. From top to bottom: input and output voltages, overall current (at source
node), drain current, bulk current, and gate current.
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mined by the ratio of the sub-threshold current component and the leakage current

component of the overall drain current during two phases of the transistor opera-

tion. The gate and bulk current components correspond to the capacitive coupling

current through the transistor capacitors and dominate the overall current. Thus, the

power efficiency of the signal shaper is maximized. Furthermore, since the coupling

current is the primary conduction mechanism, bi-directional current flow across the

signal shaper is enabled. This characteristic is critical to successfully recycle charge

during the recovery phase (note the negative current during this phase).

Another approach to overcome the issue of harvested AC signal with a negative

voltage component would be to produce a negative DC voltage through a peak

detector (similar to the one proposed for WP-ECRL) and connect the bulk terminals

of the nMOS devices to this negative voltage to ensure proper operation. In this

way, harvested AC signal with negative voltage could be directly used without a

signal shaper. According to simulation results, however, this approach significantly

increases the leakage current from channel to drain due to band-to-band tunneling

(BTBT) [77]. BTBT is exacerbated in this case due to gate-induced drain leakage

(GIDL) since the gate-to-source node has negative voltage [78].

5.5 Simulation Results

The output waveform of one of the bits is provided for each approach in Fig. 5.12.

Note that the WP-CEPAL output is similar to the output signal obtained from con-

ventional static CMOS approach. There is, however, reduction in rail-to-rail voltage

due to the diode-connected transistors.
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ods as well as the conventional approach.
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5.5.1 Adiabatic Logic RC Model

To optimize auxiliary circuitry including LC phase shifter, peak detector, and

signal shaper, an equivalent lumped RC load model is extracted for each phase of

power-clock signals. The model comprises of an equivalent capacitor for energy

storage in series with a resistor for adiabatic energy loss [79]. Logic model param-

eters R and C can be extracted from simulation. For a specific frequency fc and

logic activity, the objective of the simulation is to calculate the power dissipation

PL, and the RMS current IL supplied by the power-clock signals. Using PL and IL,

the model parameters can be calculated as

R =
PL

I2
L
, (5.2)

C =

√
2IL

πVDD fc
. (5.3)

These extraction results are summarized in Table 5.3. The RC values in the model

for static logic highly depend upon the input data sequence or the switching activity.

Alternatively, RC extraction results are almost independent of input data sequence

in the case of charge-recycling logic. This behavior is due to the fact that a pair

of cross-coupled transistors provide a constant load or symmetrical topology for

the power-clock signal, meaning either of two complementary branches conduct

current for each clock cycle.
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ECRL
Power Clocks Resistance(kΩ) Capacitance( f F) IL(µA) PL(µW )

Phase 1 4.15 168.15 10.13 0.43
Phase 2 5.87 155.20 9.35 0.51
Phase 3 1.84 206.16 12.42 0.28
Phase 4 4.74 127.38 7.67 0.28

PAL
Power Clocks Resistance(kΩ) Capacitance( f F) IL(µA) PL(µW )

Phase 1 1.47 501.28 15.10 0.33
Phase 2 1.04 502.28 15.13 0.23

CEPAL
Power Clocks Resistance(kΩ) Capacitance( f F) IL(µA) PL(µW )

Phase 1 13.52 443.19 13.35 2.41
Phase 2 13.35 443.52 13.36 2.38

Static CMOS
Power Supply Resistance(kΩ) Capacitance( f F) IL(µA) PL(µW )

VDD 0.35 7213.82 217.3 16.62

Table 5.3: The variation of load characteristics RL and RC during different phases
for each of the proposed methods and conventional approach.
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Figure 5.13: The effect of phase difference deviation on the power consumption of
WP-ECRL.

5.5.2 Phase Tolerance

Since the desired phase difference may be affected by process and/or environ-

mental variations, a preliminary study is performed to investigate the robustness of

the proposed method to deviations in phase difference among multiple power-clock

signals. The results, as shown in Fig. 5.13, demonstrate that WP-ECRL exhibits

a relatively robust behavior with respect to changes in the phase difference devia-

tion. For example, the overall power is depicted in Fig. 5.13 as a function of phase

difference for WP-ECRL.

The power is minimum when the phase difference is ideal at 90◦. When the

phase difference deviates from the ideal point, the power consumption slowly in-

creases. Once a certain threshold (approximately 60-120◦) is exceeded, the increase

in the power consumption becomes faster. Thus, WP-ECRL charge-recycling mech-
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PR/µW Poverhead/µW Plogic/µW
WP-ECRL 17.49 14.28 3.10
WP-PAL 2.94 2.542 0.40

WP-CEPAL 5.70 2.15 3.55
WP-Static CMOS 47.64 31.99 15.65

Table 5.4: Comparison of received power at the wireless link, overhead and logic
power consumption for each of the proposed methods and conventional approach.

anism can tolerate a phase difference deviation of approximately 30◦ (power in-

creases by only 16%). Despite the increase in power consumption, the phase differ-

ence deviations do not affect the functionality/accuracy of the computational unit

for WP-ECRL, even in the extreme case of 50◦ phase deviation. Alternatively, for

WP-PAL and WP-CEPAL, a relatively small deviation affects the correct operation.

For example, when the phase difference is 210◦ (30◦ deviation), the logic fails.

5.5.3 Power Evaluation

The average power consumed by the proposed approaches is compared with the

conventional approach in Table 5.4. The PR in the table refers to the received power

by the wireless link. POverhead and PLogic refer, respectively, to the power consumed

by the auxiliary circuits in each approach and the logic power consumption (8-bit

ALU described in Section 5.3).

As listed in this table, up to 16.2× reduction in overall power consumption

is achieved by the proposed methodology (WP-PAL) as compared to conventional

static CMOS that has a rectifier and regulator. The overhead power is the highest for

the conventional case (approximately twice the logic power) due to relatively inef-

ficient AC-to-DC conversion process where the input power levels are in the micro
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watt range. The overhead power in WP-ECRL is also relatively high compared to

WP-PAL and WP-CEPAL due to the power consumed by two phase shifters. Al-

ternatively, the signal shaper and peak detector are highly efficient, minimizing the

overhead power for WP-PAL and WP-CEPAL. The logic power consumption in

WP-PAL is only 0.4 µW (approximately 40× less than static CMOS) due to the

ability to fully recycle charge.

5.5.4 Effect of Circuit Size

To investigate the dependence of both overhead and processing power on circuit

size, the power consumed by 4-, 8-, and 16-bit adder is plotted for each approach

in Fig. 5.14(a) (overhead power) and Fig. 5.14(b) (processing power). The over-

head power in static CMOS based approach increases with circuit size since the

rectification and regulation stages consume more power when the load circuit is

larger. Alternatively, in the proposed approaches, overhead power consumption is

relatively independent of the circuit size. For processing power, WP-PAL exhibits

the slowest increase with respect to circuit size since charge is fully recycled. Al-

ternatively, the traditional approach exhibits the fastest increase.

5.5.5 Effect of Lower Operating Voltages

Finally, the behavior of the proposed method is investigated at lower operating

voltages with different corner cases. This investigation is important for unreliable

wireless power sources (such as ambient wireless power) where the harvested volt-

age can vary. The power consumption of core logic at various voltages is listed

in Table 5.5 for each approach under nominal operating conditions. According to
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Figure 5.14: Power scaling with transistor numbers for each of the methods, (a)
dependence of overhead power on circuit size, (b) dependence of processing power
on circuit size.
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VA/V PECRL/µW PPAL/µW PCEPAL/µW PStatic/µW
1.2 2.46 1.17 7.85 35.32
1.1 1.83 0.77 6.31 23.16
1.0 1.51 0.59 4.92 16.55
0.9 1.27 0.46 Fail 12.18
0.8 1.07 0.40 Fail 8.86
0.5 0.63 Fail Fail 3.09

Table 5.5: Effect of voltage scaling on power consumption and performance under
nominal operating conditions.

this table, WP-ECRL and conventional approach can operate at the lowest supply

voltage of 0.5 V where WP-PAL and WP-CEPAL fail. The minimum operating

voltage for WP-PAL and WP-CEPAL is higher due to the reduction in the voltage

headroom, as illustrated by the waveforms in Fig. 5.12. The effect of scaled volt-

ages is investigated at slow process corner to consider process variations, as listed

in Table 5.6. WP-ECRL continues to operate correctly and WP-PAL fails at 0.5 V

whereas WP-CEPAL fails at 1 V (contrary to nominal operating points where the

failure occurs at 0.9 V). Finally, in Table 5.7, the slow process corners are com-

bined with a high operating temperature of 127◦C. In this case, WP-PAL fails at all

operating voltages, primarily due to degraded logic-low values. These simulations

demonstrate the robustness of WP-ECRL approach as compared to WP-PAL and

WP-CEPAL.

5.6 Design Tradeoffs

Leveraging charge-recycling operation for wirelessly powered devices such as

RFID tags and wireless sensor nodes can achieve significant reduction in power
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VA/V PECRL/µW PPAL/µW PCEPAL/µW PStatic/µW
1.2 2.17 0.87 6.91 27.28
1.1 1.66 0.64 5.48 19.05
1.0 1.42 0.52 Fail 14.2
0.9 1.23 0.45 Fail 10.74
0.8 1.07 0.41 Fail 8.01
0.5 0.67 Fail Fail 2.93

Table 5.6: Effect of voltage scaling on power consumption and performance under
slow process corners and nominal temperature of 27◦C.

VA/V PECRL/µW PPAL/µW PCEPAL/µW PStatic/µW
1.2 3.03 Fail 9.87 36.82
1.1 2.43 Fail 8.02 25.99
1.0 2.03 Fail Fail 19.4
0.9 1.72 Fail Fail 14.64
0.8 1.46 Fail Fail 11.01
0.5 0.86 Fail Fail 4.07

Table 5.7: Effect of voltage scaling on power consumption and performance under
slow process corners and high temperature of 127◦C.
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consumption, as demonstrated in the previous section. The tradeoffs related with

the three proposed implementations are discussed in this section, as summarized in

Table 5.8.

WP-ECRL approach can operate at lower voltages compared to WP-PAL and

WP-CEPAL. The operation is also relatively more robust due to full swing output

signals. WP-ECRL, however, requires two phase shifters due to 4-phase AC power

supply. The phase shifter consumes more power than the auxiliary circuitry required

for WP-PAL and WP-CEPAL. However, if the data processing block is sufficiently

large, this overhead power can be a small portion of the overall power consumption.

Also note that the phase shifter potentially consists of off-chip passive devices, de-

pending upon the required inductor and capacitor. Relatively reliable and robust

operation at low voltages makes WP-ECRL an appropriate candidate for applica-

tions that rely on ambient wireless energy.

WP-PAL exhibits the least overall power consumption with a slight degradation

at the output voltage swing. Furthermore, this approach relies on 2-phase AC power

supply where the phase shifter is not required. Due to 2-phase operation, however,

adjacent logic gates recover and evaluate at the same time, making synchronization

more sensitive to phase deviations between the AC power supplies. As an important

limitation, WP-PAL cannot reliably operate at voltages less than 0.8 V. Thus, this

approach is relatively more appropriate for applications with dedicated wireless

power source such as RFIDs and inductively coupled implantable devices.

Finally, WP-CEPAL is similar to static CMOS in terms of design and operation

and therefore is an appropriate approach for larger-scale IoT devices where cell-

based design and automation is critical. This approach, however, suffers the most

from reduced voltage swing due to diode-connected transistors and is not inherently
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pipelined, unlike WP-ECRL and WP-PAL. Thus, this method consumes the high-

est number of transistors due to requirement for sequential cells, complete pull-up

networks, and diode-connected transistors.

5.7 Summary

An inductive coupling based wireless link and an 8-bit ALU are developed in

each of the proposed methods. The energy efficiency of the auxiliary circuitry intro-

duced for each method is characterized by quantifying the overhead power. Simu-

lation results demonstrate significant reduction (up to 16.2×) in overall power con-

sumption as compared to the conventional method that relies on RF-DC conversion

and static CMOS based computation. Finally, some important design considera-

tions and related tradeoffs for each of the proposed method are discussed.
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Chapter 6

AC Powered Digital Core for

Lightweight Encryption

Security is a significant challenge for a variety of emerging applications within

pervasive computing such as the deployment of IoT devices at a massive scale. SI-

MON, a lightweight cryptographic algorithm, is a promising candidate for encryp-

tion in a resource-constrained environment. A low power hardware implementation

of a SIMON block cipher is developed in this chapter by applying the proposed

AC computing methodology [80]. The proposed hardware-level innovations enable

a higher energy efficiency (kilobit per second per Watt) at the expense of slightly

less throughput as compared to conventional implementation. The rest of the chap-

ter is organized as follows. The background of SIMON block cipher is provided

in Section 6.1. The proposed architecture for AC computing-based implementa-

tion is presented in Section 6.2. In Section 6.3, the results of the schematic-level

simulations are discussed. Post-layout simulation results and implementation chal-
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lenges are investigated in Section 6.4. Finally, the design details of the test chip are

provided in Section 6.5.

6.1 SIMON Block Cipher

SIMON is a Feistel network based lightweight block cipher published by NSA,

targeting highly resource-constrained applications [81]. It provides a flexible level

of security in ten configurations optimized for different block size 2n and key size

mn, where n is the word size and m is the number of keys [82]. This thesis is

focused on SIMON32/64, which encrypts 32-bit plaintext with a 64-bit key in 32

rounds (m = 4, n = 16).

6.1.1 Round Function

The basic operation of the round function for all configurations of SIMON is

depicted in Fig. 6.1. The memory element is split into two equal-sized word blocks,

denoted by XLe f t and XRight , respectively. These two word blocks hold the initial

input plaintext and the output ciphertext after each encryption round. The round

function is constructed by bitwise AND, bitwise XOR, and circular shift operations.

In each round, XLe f t performs the circular shift and bitwise boolean operations to

compute the new ciphertext, which is written back to the same memory elements.

Simultaneously, the current bits in XLe f t are transferred to XRight . After a certain

number of rounds, the repeated operation ends to generate the final ciphertext with

a desired level of security.
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Figure 6.1: Structure of a SIMON round function.

Figure 6.2: Structure of a SIMON key expansion function for m=4.
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6.1.2 Key Expansion

SIMON block cipher encrypts information in each round with a unique key gen-

erated by the key expansion module. Unlike the round function, the key scheduling

configurations slightly vary depending upon the number of key words m, which can

be 2, 3, or 4. In this thesis, the key expansion of SIMON32/64 has the configuration

with m = 4, as illustrated in Fig. 6.2. Ki in the figure holds the key for the current

round. The recently generated key is written back to the uppermost key block Ki+3,

and all keywords are shifted one block right. Also, the SIMON key expansion em-

ploys a sequence of single-bit round constants zi (see Fig. 6.2) to eliminate slide

properties and circular shift symmetries, thereby introducing randomness [81].

6.1.3 Bit-Serial Architecture

There exists several parallelism dimensions (bit level, round level, and encryp-

tion level) which affects the area, power and throughput of the hardware design [83].

Low-cost hardware architecture fits the need in IoT wireless devices used in resource-

constrained application. As a result, the lowest parallelism level of one bit of one

round of one encryption engine, also know as the bit-serial architecture [84], is

adopted in the thesis to realize the circuit implementation with adiabatic logic.

In existing FIFO-based bit-serial SIMON architectures, both the key expansion

and round functions have two phases: compute and transfer [83, 84]. During the

compute phase, necessary bits are fetched from the current state, and the resulting

bits of next state are written back to the same memory block after performing the

encryption operations. Simultaneously, the transfer phase copies the contents of the

left word blocks into the right word block for the next state.
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6.2 Proposed SIMON Hardware Architecture for AC

Computing

Since adiabatic logic is inherently pipelined, additional clock phases are in-

troduced within combinational logic. To guarantee proper functionality, the con-

ventional SIMON block cipher architecture should be modified, as illustrated in

Figs. 6.3 and 6.4 for, respectively, round and key expansion functions. The dashed-

line boxes denote the modifications/additions in the proposed adiabatic architecture,

as further described below.

6.2.1 Adiabatic Registers

The FIFO-based bit-serial implementation uses conventional registers as the

memory elements. Due to the multi-phase operation of selected adiabatic logic,

a certain number of inverters are cascaded to realize the function of registers for

data synchronization. In the case of ECRL and PAL implementation, each register

consists of four and two inverters, respectively. An enable signal can deactivate the

register when the input data should not be latched.

6.2.2 Merged Blocks

The second modification is merging the multiplexers with the FIFO blocks, re-

ferred to as merged blocks in Figs. 6.3 and 6.4, to ensure that the operation is

completed in one clock cycle. Assume that the round function is running the first

round in Fig. 6.3. The output of FIFO 1 is an input for the 4-to-1 multiplexer. Shift

register up (SRU) and FIFO 1 store the XLe f t 16-bit word block in the current state.
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When the MSB of XLe f t is shifted right by one bit, the LSB in FIFO 1 should be

ready for the computation of the next bit. To achieve this and maintain the con-

secutiveness of bitwise computation, multiplexer is merged with the first register

of FIFO. Otherwise, the LSB in FIFO 1 would only arrive to the output of the

multiplexer since an adiabatic multiplexer introduces one clock phase.

6.2.3 Compute and Transfer Paths

In the conventional architecture, a set of four flip-flops, labeled as LUT FF [84],

is used at the output of key expansion for storing and appending the least signifi-

cant four bits into the most significant four bits without any conflict. Thus, the

FIFO 3 can store the output bits of key expansion, only after the first four clock

cycles. Alternatively, the adiabatic operation automatically introduces additional

clock phases due to combinational logic within key expansion. Thus, the output

bits are automatically buffered, as illustrated in Fig. 6.4. As such, the need to ac-

tivate/deactivate LUT FF for storing and appending the least significant four bits

into the most significant four bits is eliminated. Thus, the key expansion block is

specifically designed with a logic depth of 4 clock cycles in adiabatic logic. The

logic depth is determined by the largest number of circular shift bits, which is 4 in

SIMON key scheduling. As a result, the adiabatic compute path produces a conflict

along the transfer path. It takes 20 cycles to generate the new round key, but it only

takes 16 cycles to transfer. Thus, a set of 4 adiabatic registers with a multiplexer,

depicted in Fig. 6.3, are added as balanced transfer path. The same technique is

used for the key expansion, as shown in Fig. 6.4.
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Architecture Conventional Proposed
Logic Static Logic ECRL PAL

Average Power (µW) 9.12 0.91 0.27
Latency (Clock Cycles) 576 704 704

Energy (pJ) 387 47 14
Throughput (Kbps) 753 616 616

Efficiency (Kb/sec/µW) 83 677 2281
Transistor (#) 2966 2258 1242

Table 6.1: Performance of the bit-serialized SIMON32/64 cipher implemented in
proposed and conventional approaches.

6.3 Schematic-level Simulation Results

To verify the correct operation, a software implementation of SIMON32/64 is

also developed. The test vectors consist of initial keys 16’h 1918 1110 0908

0100 and plaintext 8’h 6565 6877. The correct output bit sequence of 8’h c69b

e9bb is obtained in both adiabatic (ECRL and PAL) and conventional static CMOS

based implementations. The corresponding simulated output waveform for each

implementation are shown in Fig. 6.5, demonstrating the correct encryption opera-

tion.

The simulation results comparing the proposed implementation with the con-

ventional approach are listed in Table 6.1 where average power, latency, energy to

encrypt 32-bit plaintext, throughput, energy efficiency (kb/sec/µW), and number of

transistors are listed. Note that all of the transistors in each implementation have

minimum size. According to these results, the energy of the encryption operation

is reduced by up to 27.6 times at the expense of 1.2 times reduction in throughput.

The average power consumption is reduced by up to 34 times. Furthermore, the

overall number of transistors is reduced by up to 2.4 times. Note that if the pro-
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Figure 6.5: Simulated output waveform of the SIMON32/64 cipher blocks in each
approach, demonstrating functional verification.

cess of DC-to-AC conversion (required to produce power-clock signals in adiabatic

logic) is considered, the energy efficiency can still be improved by up to 16.3 times

(assuming a conversion efficiency of 41% [35]).

6.4 Post-Layout Simulation Results

In this section, the details of physical implementation are discussed and simu-

lation results are analyzed.
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(a)

(b)

(c)
Figure 6.8: Layout views of multipliers implemented in different approaches: (a)
static CMOS , (b) ECRL, and (c) PAL.
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DUT Name Width (µm) Height (µm) Area (µm2)
Static SIMON32/64 85.7 47.5 4070.75
ECRL SIMON32/64 79.4 52.4 4160.56

Static MULT4 44.4 28.7 1274.28
ECRL MULT4 46.0 38.8 1784.80
PAL MULT4 43.7 38.3 1673.71

Table 6.2: Summary of the physical area consumed by digital blocks. MULT4
refers to 4-bit multiplier.

6.4.1 Physical Implementations

Physical layouts of SIMON32/64 cipher are drawn for ECRL-based and static

CMOS-based approaches, as shown in Fig. 6.6 and Fig. 6.7, respectively. A 4-

bit multiplier is also physically implemented in conventional, WP-ECRL, and WP-

PAL approaches, as depicted, respectively, in Fig. 6.8(a), Fig. 6.8(b), and Fig. 6.8(c).

Table 6.2 summarizes the area consumed by the implemented designs. The

physical area in the proposed methods increases slightly compared to those in

the conventional methods due to the special routing topology of the cross-coupled

structure and the distribution of multi-phase power-clock signals.

6.4.2 Impact of Physical Layout on Power Consumption

Table 6.3 lists the power consumption of standard cells built via different cir-

cuit frameworks (static, ECRL, and PAL). Power values obtained from both the

schematic-level and post-layout simulations are reported. For each cell, the num-

ber before the slash represents the power obtained by the schematic-level simulation

whereas the number after the slash represents the power obtained by the post-layout

simulation. In the ECRL approach, the power increases by approximately 3× when

layout-level parasitic impedances are considered. The power increase in a PAL-
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Circuit Topology Conventional Proposed
Cell Type Static Logic (nW ) ECRL (nW ) PAL (nW )

INV 8.21/9.33 2.68/7.37 0.20/2.25
NOR2 7.43/9.09 3.23/7.90 n/a
OR2 13.20/18.77 3.23/7.90 n/a

XOR2 34.60/62.99 7.46/16.24 n/a
XNOR2 32.60/59.31 7.46/16.24 n/a
AND2 12.68/18.31 2.95/7.28 n/a

NAND2 6.88/8.63 2.95/7.28 n/a
MUX2 23.99/41.64 5.92/11.69 n/a
DFF 177.4/411.3 12.3/48.78 n/a

Table 6.3: Comparison of schematic-level and post-layout power consumption of
standard cells implemented in conventional and proposed.

based inverter is approximately 10 times. Alternatively, conventional approach ex-

hibits a relatively smaller increase in power when layout-level parasitic impedances

are considered. Due to this difference, the achieved power savings are considerably

reduced.

This increase in power consumption at the post-layout level simulation is due

to the extracted parasitic RC impedances of the interconnects within a cell. The

details can be illustrated by the following example where the extracted RC tree is

analyzed for an inverter cell. Fig. 6.9, Fig. 6.10, and Fig. 6.11 show the layout

views as well as extracted RC tree of inverters built, respectively, in ECRL, PAL,

and static-CMOS methods. The RC tree contains the parasitic resistance and ca-

pacitance on each metal segment within the cell. In the cases of ECRL and PAL,

both output branches share the cross-coupled structure, which introduces additional

metal routing. It is important to note that the dependence of power consumption on

load capacitance in adiabatic logic differs from that in static CMOS logic. As indi-

cated by (2.3) and (2.4), the power consumption of ECRL and PAL is proportional
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DUT Name PSCH (µW ) PPOST (µW ) PPOST /PSCH
Static SIMON32/64 1.08 5.55 5.13
ECRL SIMON32/64 9.06 22.83 2.52

Static MULT4 1.08 3.34 3.10
ECRL MULT4 0.41 3.95 9.63
PAL MULT4 0.22 2.4 10.90

Note: PSCH = schematic-level power, PPOST = post-layout power

Table 6.4: Summary of the power consumed by digital blocks.

to C2, whereas the power consumption of static CMOS logic is proportional to C.

Thus, the effect of parasitic capacitance would be more pronounced for adiabatic

logic as compared to conventional static CMOS logic. According to this analysis,

the overall parasitic capacitances are Ctot=0.392 fF for the ECRL method, Ctot=0.52

fF for the PAL method, and Ctot=0.176 fF for static-CMOS method. Alternatively,

the load capacitance in the schematic-level simulation is only due to devices, which

is approximately 0.1 fF. Thus, 4 to 9× power increase is expected for the proposed

methodologies for a single cell. The impact of parasitic RC impedances on power

consumption could be more pronounced at the block-level with more complex in-

terconnect routing.

6.4.3 Block-Level Post-Layout Power Consumption Results

Table 6.4 compares the power consumption of the SIMON32/64 and multiplier

blocks obtained by schematic-level and post-layout simulations. As discussed in

the previous section, larger power increase is observed in both ECRL and PAL ap-

proaches as compared to conventional static CMOS. To further illustrate the differ-

ent effect of interconnect capacitances for proposed and conventional approaches,

the current profiles of each circuit (both SIMON32/64 and multiplier) are individ-
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(a)

(b)

Figure 6.9: ECRL-based inverter: (a) physical layout, (b) extracted RC network.
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(a)

(b)

Figure 6.10: PAL-based inverter: (a) physical layout, (b) extracted RC network.

82



(a)

(b)

Figure 6.11: Static CMOS-based inverter: (a) physical layout, (b) extracted RC
network.
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Figure 6.12: Current profile of static CMOS-based SIMON32/64 cipher.

ually shown in Fig. 6.12, Fig. 6.13, Fig. 6.15, Fig. 6.16, and Fig. 6.14. Current

profiles of both ECRL and PAL based methods have a repeated pattern, are inde-

pendent of data flow, and maintain the same waveform shape (only the peak ampli-

tudes change) in post-layout simulations. Alternatively, the current profile of static

CMOS-based method shows a different waveform with different peak positions and

amplitudes in post-layout simulations.

6.5 Test Chip Overview

To experimentally evaluate the proposed AC computing methodology, an appli-

cation specific integrated circuit (ASIC) with 2 mm × 2 mm size was fabricated in
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Figure 6.13: Current profile of ECRL-based SIMON32/64 cipher. Current profile
for each power-clock waveform (4-phase) is shown.

Figure 6.14: Current profile of static CMOS-based 4-bit multiplier.
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Figure 6.15: Current profile of ECRL-based 4-bit multiplier. Current profile for
each power-clock waveform (4-phase) is shown.

Figure 6.16: Current profile of PAL-based 4-bit multiplier. Current profile for each
power-clock waveform (2-phase) is shown.
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65 nm CMOS technology. The top-level layout of the chip is shown in Fig. 6.17.

Additionally, the microscope photo of the die is illustrated in Fig. 6.18. The test

chip consists of core logic using 1.2 V supply voltage and I/O logic at 2.5 V. More

details are described in the following sections.

6.5.1 Core Circuit Design

The test chip has two types of digital cores: SIMON32/64 cores for lightweight

encryption and 4-bit multipliers (partial-product accumulation) for more general

arithmetic operation. Furthermore, the related auxiliary circuits are implemented to

interface the logic with wirelessly harvested power signals. Table 6.5 lists all of the

primary blocks that are implemented in the fabricated test chip.

6.5.2 I/O Circuit Design

The I/O circuits in this test chip can drive capacitance of 3 to 5 pF and provide a

bandwidth of approximately 200 MHz. Two types of custom I/O circuits exist in the

test chip: analog buffers (unity-gain amplifiers) to observe the output signal wave-

form of the adiabatic logic and digital buffers to read/write the data. Level-shifting

techniques are also utilized since I/O circuits have a different voltage domain than

the core logic. Finally, protection techniques are used to guarantee the functionality

and reliability such as guard rings to prevent latch-up and current-limiting resis-

tors/diode clamps to avoid electrostatic discharge (ESD).
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Figure 6.17: Top-level layout view of the test chip.
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Figure 6.18: Microscope photo of the entire die.
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DUT # Function DUT Name Type
1 Encryption Static SIMON32/64 Digital
2 Encryption ECRL SIMON32/64 Digital
3 Multiplication Static MULT4 Digital
4 Multiplication ECRL MULT4 Digital
5 Multiplication PAL MULT4 Digital
6 Multiplication PAL MULT4 Copy Digital
7 Conversion RFDC Converter Analog/Auxiliary
8 Rectification Peak Detector Analog/Auxiliary
9 Shaping Signal Shaper Analog/Auxiliary

Table 6.5: List of circuit blocks that are implemented in the fabricated ASIC chip.
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Chapter 7

Conclusion and Future Directions

An alternative computing paradigm is explored in this thesis with application

to wirelessly powered IoT devices. The proposed approach has the potential to

significantly reduce the energy cost, one of the primary barriers that slows down the

global scalability of IoT devices. The contributions of this work are summarized in

Section 7.1. Several possible future directions are discussed in Section 7.2.

7.1 Thesis Summary

A novel AC computing methodology has been proposed for wirelessly powered

devices that typically suffer from the low computational resources. By leveraging

the existing charge-recycling and adiabatic principles, this method directly uses the

harvested AC signal to power the digital logic, thus eliminating the inefficient recti-

fication and regulation stages. Based on the proposed method, three implementation

frameworks are developed while introducing several auxiliary circuits to ensure ac-

curate operation with wireless power harvesting. An AC powered 8-bit ALU for
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brain implantable devices is developed in each of the proposed approaches as well

as the conventional approach to quantify the advantages. The simulation results

demonstrate considerable power savings. Furthermore, a lightweight encryption

algorithm, SIMON, has been implemented in AC computing-based hardware to re-

duce the energy cost of encryption in resource-constrained devices. Finally, a test

chip is fabricated in 65 nm CMOS technology to experimentally characterize the

proposed AC computing methodology.

7.2 Future Work and Directions

7.2.1 Integration of Sensing, Communication and Power Man-

agement

Most of the IoT devices require not only digital blocks for data processing, but

also analog blocks for sensing and communication. An interesting future direction

is to develop a system-level power management methodology to split the harvested

energy into DC and AC paths [85]. The efficient on-site AC processing can extract

meaningful information and potentially reduce the amount of data (and therefore

power) that should be transmitted. The DC path will supply the power for sensing

environmental information and ultra-low power communication [86, 87]. Another

potential block in the hybrid system would be a read-out circuit. As shown in

the aforementioned waveforms, the output signals are in the form of pulse-like or

sinusoidal-like voltage. To be compatible with existing communication or DSP

blocks, a read-out circuit would be introduced to transform the original signals into

square-wave.
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7.2.2 AC Computing at Higher Frequencies

An important future direction is to increase the frequency of the wireless sig-

nal to the UHF band, up to gigahertz range. This step is important to increase

the wireless power transfer range and be able to consider high frequency wireless

energy sources. Unlike static CMOS where energy to charge/discharge a capaci-

tance does not depend upon transition time, in charge-recycling operation, energy

is inversely proportional with the transition period of the wireless signal. Thus,

charge-recycling circuits save more power at lower frequencies. Specifically, for

charge-recycling operation to outperform static CMOS, the transition time T should

satisfy

T > 4
RC
α

, (7.1)

where α is the activity factor, R is the on-resistance of a transistor and C is the load

capacitance. Note that the RC parameter scales approximately quadratically with

technology. Thus, in nanoscale technologies (where the RC is in the low picosec-

onds range), charge-recycling operation can provide considerable power savings,

even at the gigahertz frequencies. Elimination of rectifier and regulator further in-

creases the power savings.

7.2.3 Monolithic 3D Technology for AC Computing

As demonstrated in the Section 6.4, the proposed methodology suffers from the

stronger dependence of power consumption on layout-level parasitic impedances.

This characteristic is due to the relatively longer cell-level interconnects and the

cross-coupled nature of the gates. Therefore, it is critical to reduce the additional

parasitic resistance and capacitance in the physical layout of the circuit for the
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proposed methodology. Monolithic three-dimensional (3D) technology can be ex-

plored to mitigate this limitation since cell-level interconnects within AC computing-

based logic families can be significantly reduced via sufficiently short monolithic

inter-tier vias (MIVs) [88] [89]. MIVs enable vertical interconnections with com-

parable size to conventional on-chip metal vias, thus achieving ultra-high density

device integration [90] [91].

7.2.4 Energy Storage for AC Computing

In conventional energy harvesting systems with DC computing, the harvested

energy can be stored within a storage device when not needed. These conventional

storage components, however, cannot be used for the proposed scheme that is based

on AC computing. Thus, another future direction is to mitigate this limitation by in-

vestigating high-Q LC tank based energy storage mechanisms and developing meth-

ods to copy data to nonvolatile memory when harvested energy is reduced to critical

levels [92]. Another approach is to investigate the feasibility of electromechanical

energy storage methods that do not require DC conversion such as a MEMS imple-

mentation of a flywheel [93].

7.2.5 Side-Channel Resistance of AC Computing

Side-channel analysis is known to have significant potential to obtain the secret

key in encryption systems by exploiting the physical characteristics of the hardware

implementations, including operation timing, power consumption, and electromag-

netic radiation [94] [95]. One of the commonly used attacks is to statistically an-

alyze the power drawn by the device and correlate the results with the input data
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for different key guesses [96]. To mitigate the power-based side-channel attack, the

correlation between input data and power consumption should be reduced [97] [98].

AC computing methodology exhibits interesting characteristics for side-channel re-

sistance due to differential and symmetric outputs and much lower signal-to-noise

ratios (due to much lower power consumption). The use of sine waves and charge-

recycling could also increase side-channel resistance. These investigations could

potentially initiate a new direction where energy efficiency and security are simul-

taneously considered for RF-powered devices.
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[62] T. Wan, Y. Karimi, M. Stanaćević, and E. Salman, “Perspective paper - can
ac computing be an alternative for wirelessly powered iot devices?” IEEE
Embedded Systems Letters, vol. 9, no. 1, pp. 13–16, 2017.
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