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Abstract of the Dissertation

Leveraging Monolithic 3D Integrated Circuit Technology
for Emerging Applications

by

Chen Yan

Doctor of Philosophy

in

Electrical Engineering

Stony Brook University

2018

Three-dimensional (3D) integrated circuits (ICs) have emerged as a practical

solution to some of the critical issues encountered in planar technologies such as

longer global interconnects and difficulty in scaling the transistors. Through-silicon

via (TSV) based 3D ICs have attracted significant attention during the past decade

with emphasis on both fabrication and design methodologies. However, a typical

TSV diameter is in the range of several micrometers, which is multiple orders of

magnitude larger than nanoscale transistor dimensions. Thus, bulky TSVs not only

restrict the integration density, but also limit the power and performance advantages

of vertical integration due to significant TSV capacitance. More recently, interest

on monolithic 3D integration has grown due to encouraging developments on se-

quentially fabricating multiple transistor layers on a single substrate.
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In monolithic vertical integration, stacked transistors are sequentially fabricated

after the bottom layers have been manufactured. Communication among the tiers

is achieved by monolithic inter-tier vias (MIVs). MIVs have comparable size to

conventional on-chip metal vias since multiple tiers can be aligned with lithographic

alignment precision. Thus, MIV based 3D integration enables significantly higher

interconnect density as compared to TSV based vertical integration.

In this dissertation, an open source cell library based on a full custom design

of each cell as well as a fully functional process design kit (PDK) are developed

for transistor-level monolithic 3D integration technology. The power and timing

characteristics of each cell are fully characterized with both SPICE-level simula-

tions and a commercial library characterization tool to ensure accuracy. The pro-

posed cell library is used to evaluate the power and timing characteristics of mul-

tiple benchmark circuits and a large scale 128-point FFT core with approximately

330K cells. Experimental results demonstrate that at a clock frequency of 1.5GHz,

the FFT core implemented with the proposed monolithic 3D library consumes 51%

less footprint as compared to conventional 2D technology. The 20% reduction in

wirelength enables approximately 22% reduction in net switching power. The en-

tire proposed library and related files for tool integration are publicly available to

facilitate future research.
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The effect of routing congestion on timing characteristics is stronger in mono-

lithic 3D technology due to the significant reduction in footprint. Routing conges-

tion increases the communication latency, thus degrades the quality of the IC. The

cell-level number of routing tracks plays an essential role in routing congestion.

Three versions of the cell library with different heights are developed to investigate

the effect of the number of routing tracks on area, power, and delay characteristics.

Simulation results of a large FFT core demonstrate that an optimum number of rout-

ing tracks exists which achieves 14% and 12.5% reduction in, respectively, overall

power consumption and worst negative slack as compared to the conventional 2D

technology, while consuming 38% less physical area. Clock tree characteristics of

the large FFT core are also investigated.

The security of integrated circuits has emerged as a fundamental issue due to the

threats from the globalized semiconductor supply chain. Monolithic 3D integrated

circuits enable not only ultra-high density device integration, but also introduce

novel opportunities and challenges on managing hardware security. The proposed

PDK and cell library are used to develop an efficient logic camouflaging method for

monolithic 3D ICs. Logic camouflaging is a layout-level technique to thwart image

analysis based reverse engineering attacks. Full custom cell libraries are developed

and characterized to camouflage large-scale 2D and 3D circuits. The methodology
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is implemented and evaluated using a SIMON block cipher and several ISCAS’89

benchmark circuits.

Thermal management of monolithic 3D ICs is more challenging than 2D circuits

due to the reduced circuit area (hence, higher power density) and the low thermal

conductivity of the inter-layer dielectric material, situated between adjacent device

layers. Therefore, accurate and efficient analysis of the thermal behavior is crucial

for the reliability of monolithic 3D ICs. To determine the heat propagation and

track the formation of hot spots, the thermal integrity of monolithic 3D circuits is

explored at the physical level. Results demonstrate that the steady-state temperature

increases by approximately 2 to 4 ◦C in monolithic 3D circuits as compared to the

conventional 2D technology. The increase in temperature is not as significant due

to two primary factors: (1) additional process layers in monolithic 3D technology

are sufficiently thin, (2) power consumption is reduced by approximately 10%.

The proposed open source monolithic 3D process design kit and related design

guidelines described in this dissertation provide significant insight into important

characteristics of monolithic 3D ICs, such as 1) footprint, timing and power con-

sumption, 2) routing congestion, 3) the effect of the number of routing tracks in

each cell, 4) circuit camouflaging for security, and 5) thermal management.
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Chapter 1

Introduction

Technology scaling has been a powerful driver for the continuous development

of the microelectronics industry. However, conventional CMOS technologies face

critical challenges as technology nodes keep shrinking, particularly below 10 and

7nm. Recently, several CMOS foundries decided to stop 7nm FinFET technology

development [7–9], such as GLOBALFOUNDRIES (GF) [10] and United Micro-

electronics Corporation (UMC) [11]. 3D integrated circuits with through-silicon

via (TSV) or wire bonding technology have been explored to enable the continu-

ous growth in transistor density [12]. In TSV based 3D integration, multiple dies

are thinned, aligned, and vertically bonded, thereby enabling shorter global inter-

connects (and therefore reduced power consumption) and heterogeneous integra-

tion [13].

Monolithic 3D integration has received growing attention due to ultra-high den-

sity device integration with the smallest vertical interconnects [14]. In monolithic

vertical integration, stacked transistors are sequentially fabricated after the bottom

layers have been manufactured. Communication among the tiers is achieved by
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Monolithic 3D ICs

Open source PDK and cell 

library for benchmarking 

(Chapter 3)

Investigating routing 

congestion in monolithic 3D 

ICs (Chapter 4)

Application of monolithic 3D 

ICs  to hardware security 

(Chapter 5)

Thermal analysis flow for 

monolithic 3D ICs 

(Chapter 6)

Figure 1.1: Summary of the contributions.

monolithic inter-tier vias (MIVs). MIVs have comparable size to conventional on-

chip metal vias since multiple tiers can be aligned with lithographic alignment pre-

cision [15]. Thus, MIV based 3D integration enables significantly higher intercon-

nect density as compared to TSV based vertical integration.

A monolithic 3D standard cell library integrated into a conventional design flow

is developed to facilitate the design process of complex ICs in monolithic 3D tech-

nology. Furthermore, the routing complexity increases in monolithic 3D ICs due to

the significant reduction in footprint. Thus, routing congestion aware libraries are

developed to mitigate this issue. Increasing power density leads to thermal issues in

vertically integrated circuits. A thermal analysis flow is proposed to explore mono-

lithic 3D heat dissipation. In addition to these challenges, 3D ICs introduce new op-

portunities on managing hardware security, such as split manufacturing techniques

and logic camouflaging, as shown in this thesis. These challenges and opportunities

are summarized in Chapter 2.
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In this thesis, four contributions are proposed on monolithic 3D integration tech-

nology, as summarized in Figure 1.1. An open source cell library based on a full

custom design of each cell is developed for transistor-level monolithic 3D integra-

tion [16] based on existing 2D 45 nm process design kit. The proposed cell library

is used to evaluate the power and timing characteristics of multiple benchmark cir-

cuits and a large scale 256-point FFT core [17]. Multiple versions of the library

with different cell heights are also developed to investigate the tradeoffs among

routability, timing, power and area characteristics. This analysis is essential since

routing congestion is one of the primary physical design issues in monolithic 3D

ICs. Clock tree characteristics of the large FFT core are also investigated.

For 3D hardware security, an efficient logic camouflaging method for mono-

lithic 3D ICs is presented. Full custom cell libraries are developed and fully char-

acterized to camouflage large-scale 2D and 3D circuits. The area, power, and timing

overhead of circuit camouflaging is evaluated both at the cell- and chip-levels.

Higher temperatures and thermal gradients are expected for 3D ICs due to in-

creased power densities. An accurate exploration of the thermal behavior of mono-

lithic 3D circuits is provided by combining the proposed cell library and a publicly

available thermal simulator which supports cell-level analysis.

The rest of this thesis is organized as follows. Background on 3D ICs and

existing works on monolithic 3D ICs are provided in Chapter 2. The proposed open

source monolithic 3D standard cell library and process design kit are presented in

Chapter 3. The proposed routing congestion aware monolithic 3D standard cell

library is introduced in Chapter 4. The proposed hardware-efficient camouflaging

methodology for monolithic 3D ICs is elaborated in Chapter 5. Explorations of the

thermal behavior in monolithic 3D ICs and related analysis flow are described in

3



Chapter 6. Finally, the thesis is concluded in Chapter 7 with a brief discussion on

future research directions.
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Chapter 2

Background

As indicated by International Roadmap for Devices and Systems (IRDS) [18],

after 2024, there will not be enough headroom for 2D geometry scaling. 3D ICs

have emerged as a compelling solution for a portion of the issues experienced in

planar technologies such as longer global interconnects and difficulty in scaling the

transistors [19–21]. Vertical integration technologies are expected to be critical per-

formance boosters, as predicted by IRDS [18]. Several different 3D manufacturing

technologies are introduced in Section 2.1. Existing works on monolithic 3D ICs

are summarized in Section 2.2.

2.1 Three-Dimensional Integration

3D ICs stack 2D dies along the vertical dimension. As compared to traditional

2D planar technologies, 3D ICs achieve significant benefits, such as smaller foot-

print, shorter interconnect, lower power consumption and higher communication

bandwidth. Also, 3D ICs provide opportunities for highly heterogeneous and mul-
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(a) (b)

Figure 2.1: Reduction in wirelength where the conventional 2D circuit is imple-
mented in two planes: (a) Planar integrated circuit with an area A, (b) Two-plane
3D integrated circuit with an area A/2 for each plane.

tifunctional systems and new hardware implementations for circuit security.

The core competitiveness of 3D integration is the decrease in the length of the

longest interconnects within an IC [20]. As shown in Figure 2.1 (a), assuming a

conventional 2D circuit with an area A, the longest interconnect in this planar IC

has a length

Lmax,2D = 2×
√

A. (2.1)

If the same circuit is implemented with two stacked dies with an area A/2 for each

plane, the overall area of the system will not change, but the length of the longest

interconnect for this 3D IC will be reduced to

Lmax,3D = 2×
√

A/2, (2.2)

which is
√

2/2 of Lmax,2D. Therefore, by increasing the number of dies in a 3D IC,
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the length of the longest interconnect can be further reduced.

2.1.1 Manufacturing Technologies for 3D ICs

There are two primary types of 3D IC manufacturing process: a sequential or

a parallel process [20]. In the case of a parallel process, a 3D IC is manufactured

by bonding multiple wafers or bare dies. Alternatively, in a sequential process, the

devices and metal layers of the higher planes of the stack are fabricated layer by

layer on top of the first plane.

3D ICs can be classified in terms of the level of vertical interconnect hierarchy.

In general, 3D integration contains technologies such as system-in-package (SiP),

through-silicon via (TSV)-based 3D integration, monolithic 3D integration, and

contactless coupled 3D ICs.

2.1.1.1 System-in-Package

A system-in-package (SiP) is a variety of ICs contained in a single package [22],

where the interconnections of these circuits are implemented by the third dimen-

sion by using wire bonding, peripheral vertical interconnects, area array vertical

interconnects, or metalization between the faces of a 3D stack, as shown in Fig-

ure 2.2 [20].

An SiP will considerably increase the packaging efficiency by improving the

die-to-package area ratio and reducing the package footprint at the same time. Also,

SiP provides a full commercialized variant of vertical integration. Thus, many firms

have leveraged SiP products [3, 23].
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Solder ballsBonded wires

Vertical interconnects

Conductors

(a) (b)

(c) (d)

Figure 2.2: Examples of SiP: (a) wire-bonded SiP [1], (b) solder balls at the perime-
ter of the planes [2], (c) area array vertical interconnects, and (d) interconnects on
the faces of the SiP [3].
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2.1.1.2 3D ICs with Through-Silicon Vias (TSV)

Through-silicon via (TSV) based 3D ICs have attracted vital attention through-

out the past decade with emphasis on both fabrication and design methodologies [24–

28]. In TSV based 3D integration, multiple dies are thinned, aligned, and verti-

cally bonded, thereby, enabling shorter global interconnects (and therefore reduced

power consumption) and heterogeneous integration [24, 26, 29–36], as shown in

Figure 2.3.

However, a typical TSV diameter is in the range of several micrometers, which

is multiple orders of magnitude greater than nanoscale transistor dimensions. Fur-

thermore, TSVs induce thermo-mechanical stress in the front-end-of-line (FEOL)

layer, thereby impacting the transistor behavior [37]. Thus, bulky TSVs not only

restrict the integration density but also limit the power and performance advantages

of vertical integration due to significant TSV capacitance and stress [38–41].

2.1.1.3 Monolithic 3D ICs

More recently, interest on monolithic 3D integration has grown due to encourag-

ing developments on sequentially fabricating multiple transistor layers (particularly

the thermal characteristics) [14, 42, 43]. As depicted in Figure 2.4, in monolithic

vertical integration, stacked transistors are sequentially fabricated after the bottom

layers have been manufactured. Communication among the tiers is achieved by

monolithic inter-tier vias (MIVs). A critical challenge in the fabrication of mono-

lithic 3D ICs is to minimize the detrimental effect of the manufacturing process of

the top tier on bottom tier [44]. Thus, significant research on the fabrication side has

focused on developing low thermal budget processes, typically less than 500-600◦C

for the upper tiers [45, 46].
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Figure 2.3: Three-dimensional integration of diverse planes using TSV technol-
ogy [4].
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(PMOS)
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Figure 2.4: Cross-section of the transistor-level monolithic 3D technology with two
tiers. The top tier hosts the nMOS transistors whereas the pMOS transistors are
placed within the bottom tier.
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GND
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Figure 2.5: Contactless 3D integrated circuits: (a) capacitively coupled 3D integra-
tion, (b) inductively coupled 3D integration.

MIVs have comparable size to conventional on-chip metal vias since multi-

ple tiers can be aligned with lithographic alignment precision [15]. Thus, MIV

based 3D integration enables significantly higher interconnect density as compared

to TSV based vertical integration.

2.1.1.4 Contactless 3D ICs

Contactless 3D ICs represent another technique for communication among cir-

cuits situated on different planes. This technique relies on coupling of electrical or

magnetic fields.

As shown in Figure 2.5 (a), in capacitively coupled 3D integration, on each

plane there are small on-chip parallel capacitors. Transmitter and receiver modules

are needed to drive the capacitors to modulate the received signals. Since trans-

mitter and receiver electronic equipments consume significant power, capacitively

coupled 3D integration is comparatively power inefficient.

In inductively coupled 3D ICs, as illustrated in Figure 2.5 (b), there is a spiral

inductor located on every plane of a two-plane 3D IC. Similar to the capacitively

coupled 3D integration, some specialized circuits are necessary for transmission

12



and receiving signals, thus, inductively coupled 3D ICs exhibit high power con-

sumption as well. Also, the size of the inductors is typically very large [47], partic-

ularly for conventional CMOS technology where the fabrication of on-die inductor

is relatively area inefficient.

2.1.2 Design Methodologies for Monolithic 3D ICs

Monolithic 3D integration offers multiple benefits over conventional 2D cir-

cuits. To utilize vertical integration efficiently, the technology should support a very

high density of vertical interconnects with dimensions comparable to nanoscale de-

vices, as achieved by monolithic 3D integration. There are three design styles for

monolithic 3D technology: transistor-level, gate-level, and block-level, as described

below.

2.1.2.1 Transistor-level Monolithic 3D ICs

In transistor-level monolithic 3D integration, as shown in Figure 2.6, nMOS

and pMOS transistors within a circuit are separated into two different tiers. For

example, the pull-down network of each gate is placed within one tier whereas

the pull-up networks are placed in another tier. This approach not only achieves

fine-grained 3D integration with intra-cell MIVs but also enables the individual

optimization of the bottom and top tier devices [48]. Existing design automation

methodologies (with modifications) can be used for this approach.

2.1.2.2 Gate-level Monolithic 3D ICs

In gate-level monolithic 3D integration, as shown in Figure 2.7, multiple cells
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Figure 2.6: Design methodology for monolithic 3D technology: transistor-level
monolithic 3D.
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Figure 2.7: Design methodology for monolithic 3D technology: gate-level mono-
lithic 3D.
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Figure 2.8: Design methodology for monolithic 3D technology: block-level mono-
lithic 3D.

within a functional block are partitioned into multiple tiers. MIVs are utilized for

inter-cell communication. There is no area overhead for each cell, and a sufficiently

high integration density can be achieved due to placement flexibility of the MIVs.

However, novel partitioning algorithms are needed. An unbalanced partition can

degrade the power and performance characteristics of gate-level monolithic 3D ICs.

2.1.2.3 Block-level Monolithic 3D ICs

Finally, block-level monolithic 3D integration, as shown in Figure 2.8, repre-

sents a more coarse-grain integration where the partitioning of the integrated circuit

is achieved based on individual functional blocks. In this method, the benefits of

monolithic 3D technology cannot be fully utilized since the high density MIVs is
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not sufficiently exploited. Furthermore, proper partitioning algorithms need to be

carefully applied.

The primary focus in this thesis is on transistor-level monolithic 3D integration

since the benefits provided by the small dimensions of the vertical interconnects

can be utilized the most. Furthermore, individual device optimizations per plane

are possible in transistor-level monolithic 3D technology.

2.2 Existing Research on Monolithic 3D ICs

2.2.1 Fabrication-Level Research

As shown in Figure 2.9, a 50nm 3D sequential structure on 10nm silicon was

successfully fabricated by CEA-LETI [5]. CEA-LETI has also been collaborating

with STMicroelectronics [49] and IBM [50] to develop a monolithic 3D technology

with InGaAs nFET devices fabricated sequentially over SiGe pFET devices on a

silicon-on-insulator (SOI) substrate.

Monolithic 3D Inc. has announced the manufacturing process of monolithic 3D

wafers [51]. Transistors are built with c-Si films above the copper/low k materials

to avoid alignment issues of bonding fabricated wafers. In order to not damage

copper/low k layers, transistor fabrication temperature should be less than 500 -

600◦C [46, 52].

2.2.2 Design-Level Research

Hsueh et al. have demonstrated a monolithic 3D vertical cross-tier compute-

in-memory (CIM) SRAM cell fabricated using low-cost TSV-free FinFET-based
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Figure 2.9: Cross sectional image of two stacked devices fabricated through mono-
lithic 3D integration technology [5].

17



3D IC technology [53]. Proposed 9T 3D CIM SRAM cell is able to compute

NAND/AND, OR/NOR and XOR/XNOR operations within a single memory cy-

cle. Proposed scheme enables the fabrication of energy and area efficient circuits

for the cost-aware intelligent Internet of things (IoT) devices. As compared to the

2D version, the monolithic 3D SRAM device reduces area by 51%.

Liu and Lim have investigated the design tradeoffs in monolithic 3D ICs consid-

ering both transistor-level and gate-level monolithic integration [54]. Useful physi-

cal design guidelines and insight into the routability issue have been provided. The

effects of inter-tier process variation have also been investigated. In this work, how-

ever, authors have assumed that the monolithic 3D gates and traditional 2D gates

have the same power and timing characteristics. This assumption is not accurate

due to different parasitic impedances within a 3D monolithic cell and the existence

of MIVs.

Lee et al. have fixed this limitation by individually characterizing the timing

and power consumption of transistor-level monolithic 3D cells [55]. The power

characteristics of several 3D monolithic benchmark circuits have been investigated

and compared with 2D versions at similar timing constraints. The authors, however,

have adopted the cell-folding method and used the same pull-up and pull-down

networks as in 2D cells. MIVs have been inserted in between these two networks.

As a result, the proposed 3D cells are not optimized for the footprint. Also, in [55],

the timing constraints are relatively relaxed, which may prevent to investigate the

behavior of the monolithic 3D technology under tighter clock frequency constraints.

Shi et al. have demonstrated the power benefits of transistor-level monolithic

3D ICs through the custom design of a cell library in 14nm FinFET technology,

also utilizing the cell-folding method [12]. A dedicated track is assumed for the

18



MIVs. A detailed cell-level RC extraction methodology is described. The authors,

however, did not investigate the timing characteristics of the benchmark circuits.

The effect of routing congestion on timing constraints and power consumption is

not discussed.

19



Chapter 3

Mono3D: Open Source Cell Library

for Monolithic 3D ICs

In this chapter, an open source standard cell library for design automation of

large-scale transistor-level monolithic 3D ICs is proposed. A 256-point, highly

parallelized FFT core with 1.6M cells is implemented with the proposed library.

Power and timing characteristics of monolithic 3D ICs are quantified. The effect of

the signal integrity and routing congestion on timing characteristics is investigated.

The proposed open source cell library facilitates future research on multiple aspects

of monolithic 3D technology.

The rest of this chapter is organized as follows. The details of the proposed open

source cell library, characterization, and design flow are provided in Section 3.1.

Power/timing and several important physical design characteristics of cells and an

FFT core with monolithic 3D implementation are investigated in Section 3.2. Fi-

nally, this chapter is summarized in Section 3.3.
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3.1 Open Source Cell Library for Monolithic 3D ICs

The characteristics of the proposed cell library are described in Section 3.1.1.

The design flow to integrate the proposed library into the design process is discussed

in Section 3.1.2.

3.1.1 Library Development

In this work, the Mono3D, an open source standard cell library for transistor-

level monolithic 3D technology is developed in 45 nm technology [16]. Mono3D

consists of two tiers where each tier is based on the 2D 45 nm process design kit

FreePDK45 from North Carolina State University (NCSU) [56]. Thus, the process

and physical characteristics (transistor models and characteristics of the on-chip

metal layers) are obtained from the FreePDK45. Similar to [12, 55], the pull-down

network of a CMOS gate (nMOS transistors) is built within the top tier whereas

the pull-up network (pMOS transistors) is fabricated within the bottom tier. Note

that the processing temperature of the top tier is constrained to be less than 500-

600◦C [45] to not damage the transistors within the bottom tier. This relatively

low processing temperature, however, degrades the quality of the top-tier devices.

Thus, pMOS devices (that already have lower mobility) are placed within the bot-

tom tier. As such, the proposed cell library can only be used for transistor-level

monolithic 3D approach since MIVs exist within each standard cell to connect

nMOS and pMOS devices. The transistor device characteristics are the same as

in 2D FreePDK45. Thus, any processing temperature related degradations are not

considered. However, the impact of novel devices/models and manufacturing steps

for 3D monolithic integration can be captured by replacing/modifying the device
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Figure 3.1: Cross-sections of the conventional 2D and transistor-level monolithic
(TL-Mono) 3D technology with two tiers. The top tier hosts the nMOS transistors
whereas the pMOS transistors are placed within the bottom tier.

models within the provided process design kit. System-level effects of varying de-

vice characteristics (due to, for example, the manufacturing steps of the top tiers)

can, therefore, be investigated.

In the proposed Mono3D, two metal layers are allocated to the bottom tier

(metal1 btm and metal2 btm), as illustrated in Figure 3.1. These metal layers are

primarily for routing the intra-cell signals.

The top tier is separated from the bottom tier with an inter-layer dielectric (ILD)

with a thickness of 100 nm. Inter-tier coupling is minimized at this thickness, as

experimentally validated [15]. The 10 metal layers that exist in 2D FreePDK45

are maintained the same for the top tier in Mono3D. The intra-cell connections that

span the two tiers are achieved by MIVs. Each MIV has a width of 50 nm and a

height of 215 nm [57].
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AND2X1 INVX2
AOI21X1 INVX4
BUFX2 LATCHNEG
BUFX4 MUX2X1

CLKBUF1 NAND2X1
CLKBUF2 NOR2X1
CLKBUF3 OAI21X1
DFFPOSX1 OR2X1

FILL XNOR2X1
INVX1 XOR2X1

Table 3.1: List of standard cells in the monolithic 3D library.

Currently, 20 standard cells exist in Mono3D, as listed in Table 3.1. In addition

to the fundamental cells, multiple clock buffers and a latch are included. Each cell is

developed with a full-custom design methodology using a cell stacking technique.

As opposed to [12,55] where the power (within the bottom tier) and ground (within

the top tier) rails overlap, in the proposed Mono3D, the power rail is located at the

top of the bottom tier, and ground rail is located at the bottom of the top tier. These

power and ground rails at each cell row are connected to the system-level power

network through power and ground rings placed during the placement and routing

process.

A specific track is allocated for intra-cell MIVs, which are distributed within

the cell to minimize the interconnect length and reduce the cell height. Each cell

within the 2D NanGate library has 14 routing tracks. In this thesis, monolithic 3D

cell libraries are developed with 9 tracks. The number of tracks plays an essential

role in chip-level routing congestion, a primary issue in monolithic 3D ICs. The cell

heights in Mono3D is 1.52 µm. This cell height is 38% shorter than the standard

cell height (2.47 µm) in NanGate cell library [58].
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Figure 3.2: Comparison of the layout views of a NAND gate in (a) traditional 2D
technology with 14 routing tracks in each cell, (b) monolithic 3D technology with 9
routing tracks, illustrating the three MIVs used to connect the top and bottom tiers.

The layout of a NAND cell is illustrated in Figure 3.2 in both 2D and 3D mono-

lithic technologies. Cell dimensions and the three MIVs are highlighted. Similarly,

a 2D D-flip-flop cell and 3D monolithic D-flip-flop cell within Mono3D are com-

pared in Figure 3.3.

In this case, the top and bottom tiers are separately depicted. Note that the width

of the 3D flip-flop cell increases by approximately 7% due to MIVs and intra-cell
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Figure 3.3: Comparison of the layout views of a D-flip-flop in traditional 2D and
transistor-level monolithic 3D technology. The top and bottom tiers are separately
depicted for the 3D technology.

routing. Also, note that particular emphasis is given to provide white space at the

top tier (depending upon the number of routing tracks) to avoid pin block issue

induced routing congestion.

3.1.2 Design Flow

The design flow adopted in this work and the modifications required for 3D

monolithic technology are depicted in Figure 3.4. A new technology file (.tf) is

generated for Mono3D to include all of the new layers (interconnects, via, ILD, and

MIV). Based on these modifications, a new display resource file (.drf) is generated

to develop full-custom layouts of the 3D cells. The design rule check (DRC), layout

versus schematic (LVS) and parasitics extraction (PEX) are performed using Cali-

bre [59]. The DRC rule file is modified to include new features for the additional
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Figure 3.4: Integration of the proposed open source cell library into design flow,
illustrating the required modifications.

metal layers, vias, transistors, ILD and MIV. For example, the minimum spacing

between two MIVs is equal to 120 nm, producing an MIV pitch of 170 nm.

The LVS rule file is also modified for the tool to be able to identify transistors

located in separate tiers independently. The extracted netlist with MIVs is analyzed

to accurately obtain the interconnections between nMOS (within the top tier) and

pMOS (within the bottom tier) transistors. The RC extraction rule file is modified to

be able to recognize the new device tier, new metal layers, and MIVs. For metal in-

terconnects, intrinsic plate capacitance, intrinsic fringe capacitance, and near-body

(coupling) capacitance are considered between silicon and metal, and metal and

metal. A single MIV is characterized by a resistance of 5.5 Ωs and a capacitance of

0.04 fF, based on [12] where device-level extraction is performed. The only para-

sitic component that is not considered during the extraction process is the tier-to-tier

coupling capacitance. As experimentally demonstrated in [15], this component is

negligible when the inter-layer dielectric is 100 nm thick.

After RC extraction, 3D cells are characterized by Encounter Library Charac-
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(a) (b)

Figure 3.5: Comparison of the automated cell library characterization process with
HSPICE simulations: (a) clock-to-Q delay of a 3D D-flip-flop as a function of input
transition time at constant load capacitance of 0.01 pF, (b) clock-to-Q delay of a 3D
D-flip-flop as a function of load capacitance at constant input transition time of 120
ps.

terizer (ELC) [60] to obtain the timing and power characteristics (lookup tables)

of each cell. The extracted 3D cell netlists are also simulated with HSPICE [61] to

ensure the accuracy of the characterization process. For example, the clock-to-Q de-

lay of the 3D D-flip-flop cell (as a function of input transition time and output load

capacitance) obtained by HSPICE simulations is compared with ELC results (look-

up tables) in Figure 3.5. As shown in this figure, ELC results sufficiently match

with HSPICE simulations (with an average error of less than 4%), demonstrating

the accuracy of the characterization process. More details on the area, timing, and

power characteristics of the 3D cells and comparison with 2D cells are provided in

Section 3.2.

The .lib file for the Mono3D generated by ELC is converted into the .db format,

which is used for circuit synthesis, placement, clock tree synthesis, and routing.
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Figure 3.6: Percent reduction in area achieved by each monolithic 3D cell as com-
pared to the 2D cells. Results are provided for the 3D library, Mono3D.

Since all of the I/O pins of the 3D cells are located within the top tier, existing

physical design tools can be used for these steps.

3.2 Simulation Results

3.2.1 Cell-Level Evaluation

3.2.1.1 Area

Cell-level area improvement obtained by monolithic 3D technology is shown in

Figure 3.6. According to this figure, the reduction in cell area varies from -6.9%
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to 59.0% in Mono3D, depending upon the specific cell. An average improvement

of 22% is achieved for Mono3D. Note that a negative percent implies that the cell

area increases as compared to the 2D cell. This behavior occurs for cells where the

reduction in cell height causes a considerable increase in cell width. Similarly, the

average area reduction is not as significant as the reduction in cell height since, on

average, the cell width slightly increases due to MIVs and intra-cell routing within

the reduced cell footprint.

3.2.1.2 Delay and Power Consumption

HSPICE simulations are performed on the extracted 3D netlists to compare

monolithic 3D technology with the conventional 2D technology at the cell level. At

1.1 V power supply, 50 ps transition time, and 27◦C temperature, average delay and

power consumption are analyzed, as listed in Table 3.2 for 2D and 3D technology.

According to this table, Mono3D cells have, on average, 3.22% higher propaga-

tion delay and 0.46% lower power consumption as compared to the 2D standard

cells. This slight increase in delay is due to denser cell layout, producing additional

coupling capacitances and MIV impedances. Note that in a DFF cell, both delay

(clock-to-Q delay) and power are improved as compared to 2D cells since the DFF

cell has relatively longer average interconnect length where the monolithic 3D tech-

nology is helpful. Also note that the cell-level change in delay and power highly

depends upon the individual cell layout, interconnects, and MIVs.

29



Cells
Delay (ps) Power (µW)

2D 3D 2D 3D
AND2X1 17.63 19.5 (10.6%) 2.82 3.01 (6.7%)
AOI21X1 13.68 13.69 (0.1%) 3.32 3.34 (0.6%)
BUFX2 17.89 17.86 (-0.2%) 14.04 13.92 (-0.9%)
BUFX4 15.82 15.29 (-3.4%) 29.00 28.98 (-0.1%)

CLKBUF1 27.01 27.32 (1.2%) 64.07 62.52 (-2.4%)
CLKBUF2 39.57 40.17 (1.5%) 93.25 90.88 (-2.5%)
CLKBUF3 51.73 53.04 (2.5%) 121.4 119.0 (-2.0%)
DFFPOSX1 41.69 34.72 (-16.7%) 26.75 27.18 (1.6%)

INVX1 6.73 6.42 (-4.6%) 4.69 4.68 (-0.2%)
INVX2 6.54 6.32 (-3.4%) 9.31 9.24 (-0.8%)
INVX4 6.44 6.29 (-2.3%) 18.01 18.16 (0.8%)

MUX2X1 16.25 17.23 (6.0%) 5.81 6.15 (5.9%)
NAND2X1 10.22 9.78 (-4.3%) 1.63 1.58 (-3.1%)
NOR2X1 11.41 12.16 (6.6%) 1.63 1.69 (3.7%)
OAI21X1 12.89 12.88 (-0.1%) 3.27 3.25 (-0.6%)
OR2X1 18.33 21.12 (15.2%) 2.54 2.85 (12.2%)

XNOR2X1 36.05 41.76 (15.8%) 12.66 14.13 (11.6%)
XOR2X1 35.59 42.41 (19.2%) 12.53 14.24 (13.6%)
Average 21.42 22.11 (3.22%) 23.71 23.60 (-0.46%)

Table 3.2: Average delay and power characteristics of 2D and monolithic 3D cells
with 9 (Mono3D) routing tracks. The percent changes with respect to 2D cells are
listed.

3.2.2 System-Level Evaluation

The proposed open source Mono3D cell library is used to investigate the foot-

print, power, and timing characteristics of several benchmarks with a various num-

ber of gates, ranging from 2.7K to 1.6M. For the conventional 2D technology and

synthesis, the 45 nm NanGate cell library and the FreePDK45 process kit are used,

whereas for the monolithic 3D technology, the proposed Mono3D library is used

(all libraries have the same type of cells for the fair comparison). Circuits are
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Circuit SIMON s38584 FFT64 FFT128 FFT256
No. Gates 2,697 22,273 89,991 691,839 1,467,815

DFF 392 1,426 18,963 96,746 190,025
INV 206 6,798 14,069 74,945 152,803

NAND 9 916 16,266 104,613 193,864
NOR 332 1,040 5,477 81,293 210,231
AND 138 8,559 20,468 106,012 197,293
OR 1,228 3,534 1 102,242 246,543

MUX 258 0 6,881 17,374 34,924
OAI 134 0 7,866 108,614 242,132

XOR/XNOR 0 0 0 0 0

Table 3.3: Number and type of cells for each benchmark circuit operating at 500
MHz.

synthesized using Synopsys Design Compiler [62] at 500 MHz (relaxed timing

constraint with no timing violations) and 1.5/2 GHz (tighter constraint with neg-

ative slack) clock frequencies. Note that for the relatively small benchmarks SI-

MON (lightweight encryption core) and s38584 (academic benchmark), the high-

frequency constraint is 2 GHz whereas, for larger FFT cores (64-, 128-, and 256-

point [17]), the high-frequency constraint is 1.5 GHz. The synthesized netlists are

placed (at 70% placement density) and routed using Cadence Encounter [63]. The

overall number of gates and the number of each cell are listed in Tables 3.3 and

3.4, for, respectively, 500 MHz and 1.5/2 GHz. According to these tables, those

cells that achieve an above-average reduction in the area are typically used more

than the other cells by the synthesis process, thereby maximizing the reduction in

system-level footprint.
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Circuit SIMON s38584 FFT64 FFT128 FFT256
No. Gates 3,456 35,804 96,123 770,370 1,617,784

DFF 392 1,426 18,963 96,746 190,025
INV 294 7,653 23,992 79,375 254,358

NAND 648 2,531 15,056 220,357 213,765
NOR 509 2,101 0 62,881 187,063
AND 650 15,057 19,258 322,196 218,183
OR 547 7,036 3,502 83,353 243,049

MUX 33 0 6,882 46,588 66,489
OAI 383 0 8,470 108,847 244,852

XOR/XNOR 0 0 0 0 0

Table 3.4: Number and type of cells for each benchmark circuit operating at 1.5/2
GHz.

3.2.2.1 Footprint and Wirelength

The comparison of footprint and overall wirelength in 2D and 3D designs are

listed in Table 3.5 and Table 3.6, respectively.

As an example, the layout views of the 2D and 3D versions of the 128-point

FFT core are depicted in Figure 3.7 [64], illustrating the effect of the number of

tracks on the chip-level footprint.

According to Table 3.5 and Table 3.6, benchmark circuits developed with transistor-

level monolithic 3D libraries consume, on average, 32.4% less area as compared to

conventional 2D designs.

3.2.2.2 Power Characteristics

The power consumption of 2D and monolithic 3D designs is compared in Ta-

ble 3.7 and Table 3.8.

All of the three components of power consumption (internal, switching, and
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Operating Frequency 500 MHz

Circuit Design Style
Footprint Change Wirelength Change

(mm2) (%) (µm) (%)

SIMON
2D 0.0110 - 30,260 -
3D 0.0073 -33.6 24,027 -20.6

s38584
2D 0.077 - 174,114 -
3D 0.051 -34.2 142,442 -18.2

FFT64
2D 0.45 - 965,796 -
3D 0.30 -33.3 771,457 -20.1

FFT128
2D 2.54 - 12,205,011 -
3D 1.59 -37.2 9,240,148 -24.3

FFT256
2D 5.72 - 40,787,944 -
3D 4.36 -23.7 33,404,062 -18.1

Table 3.5: Comparison of footprint, wirelength, and the number of DRC violations
(vios) in 2D and monolithic 3D technologies with 9 (Mono3D) routing tracks in
each 3D cell, operating at 500 MHz. The percent changes with respect to 2D cells
are listed.

Operating Frequency 1.5/2 GHz

Circuit Design Style
Footprint Change Wirelength Change DRC

(mm2) (%) (µm) (%) vio

SIMON
2D 0.0122 - 44,242 - 0
3D 0.0084 -31.1 26,449 -40.2 2

s38584
2D 0.079 - 203,703 - 0
3D 0.051 -35.4 164,039 -19.5 53

FFT64
2D 0.59 - 1,202,699 - 0
3D 0.42 -28.8 975,095 -18.9 11

FFT128
2D 2.94 - 15,201,864 - 0
3D 1.84 -37.5 11,407,021 -24.9 7

FFT256
2D 5.88 - 39,094,466 - 0
3D 4.58 -22.1 33,983,460 -13.1 29

Table 3.6: Comparison of footprint, wirelength, and the number of DRC violations
(vios) in 2D and monolithic 3D technologies with 9 (Mono3D) routing tracks in
each 3D cell, operating at 1.5/2 GHz. The percent changes with respect to 2D cells
are listed.
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Figure 3.7: The layout views of a highly parallelized 128-point FFT core in (a)
conventional 2D technology with 14 routing tracks in each cell, (b) transistor-level
monolithic 3D technology.

Operating Frequency 500 MHz

Circuit Design Style
Power component (mW)

INT SWI (Change) LK Total (Change)

SIMON
2D 8.67 4.48 (-) 0.571 13.73 (-)
3D 9.88 2.82 (-37%) 0.548 13.25 (-3.49%)

s38584
2D 55.04 13.80 (-) 2.472 71.31 (-)
3D 51.43 11.24 (-19%) 2.558 65.23 (-8.52%)

FFT64
2D 352 160.8 (-) 17.4 530 (-)
3D 356 125.5 (-21.95%) 17.0 498 (-6.04%)

FFT128
2D 2,365 924.8 (-) 119.5 3,510 (-)
3D 2,309 726.0 (-21.50%) 118.8 3,154 (-10.14%)

FFT256
2D 4,852 1,956 (-) 252.2 7,060 (-)
3D 5,176 1,571 (-19.7%) 254.3 7,001 (-0.83%)

Table 3.7: Comparison of power consumption in 2D and monolithic 3D technolo-
gies 9 routing tracks in each cell, operating at 500 MHz. INT, SWI, and LK refer,
respectively, to internal, switching (net), and leakage power.
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Operating Frequency 2 GHz / 1.5 GHz

Circuit Design Style
Power component (mW)

INT SWI (Change) LK Total (Change)

SIMON
2D 34.15 14.61 (-) 0.546 49.3 (-)
3D 34.72 11.54 (-21%) 0.537 46.8 (-5.07%)

s38584
2D 223.4 58.16 (-) 2.822 284.4 (-)
3D 214.0 47.01 (-19%) 2.870 263.9 (-7.21%)

FFT64
2D 713 324.7 (-) 17.7 1,056 (-)
3D 720 252.8 (-22.14%) 17.8 990 (-6.25%)

FFT128
2D 7,891 2,859 (-) 144.9 10,895 (-)
3D 6,863 2,309 (-19.24%) 145.9 9,318 (-14.47%)

FFT256
2D 9,674 3,919 (-) 288.1 13,881 (-)
3D 10,286 3,210 (-18.09%) 287.9 13,784 (-0.69%)

Table 3.8: Comparison of power consumption in 2D and monolithic 3D technolo-
gies with 9 routing tracks in each cell, operating at 1.5/2 GHz. INT, SWI, and LK
refer, respectively, to internal, switching (net), and leakage power.

leakage) are provided. Internal power is consumed due to the intra-cell device and

interconnect capacitances and short-circuit current during the switching activity of a

cell. Switching power is absorbed by the inter-cell interconnect (net) capacitances.

Due to the considerable reduction in overall wirelength in monolithic 3D designs,

the switching power is reduced, on average, by 24% at 500 MHz.

Note that the change in internal power in 3D designs depends upon the specific

circuit. For example, for some of the benchmarks, the internal power consumed by

the 3D versions is slightly less (such as s38584 and FFT128) whereas, for some oth-

ers (such as SIMON, FFT64, and FFT256), 3D versions consume somewhat more

internal power than the 2D counterpart. This variation depends upon the number of

times each cell is used in the circuit since the 3D cell power may increase or de-

crease depending upon the specific cell (see Table 3.2). For example, comparing the

cell type and number of FFT128 and FFT256 (listed in Tables 3.3 and 3.4), FFT256
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contains a significantly higher number of OR, NOR, and MUX gates. According

to Table 3.2, the 3D versions of these gates consume more power as compared to

the traditional 2D gates. Since the internal power is still the dominant power com-

ponent in these benchmarks, this fluctuation significantly affects the overall power

savings, despite a consistent and reasonable reduction in switching power in all

of the benchmarks. For example, up to 10% (at 500 MHz) and 14% (at 1.5 GHz)

reduction in overall power consumption is achieved for FFT128. For FFT256, how-

ever, the power reduction is only 0.8% (at 500 MHz) and 0.7% (at 1.5 GHz) due to

an increase in the internal power component of the 3D versions.

3.2.2.3 Timing Characteristics

The timing characteristics of the 2D and monolithic 3D circuits are compared in

Table 3.9 where the worst slack (WS), worst negative slack (WNS), total negative

slack (TNS), and number of timing violations are listed at both 500 MHz (with no

timing violations) and 1.5/2 GHz (with timing violations).

An important observation from Table 3.9 is that the timing characteristics of

FFT256 are degraded when monolithic 3D circuits are considered. This degradation

is due to 1) higher average cell delay for monolithic 3D technology and 2) routing

congestion. However, some of the 3D benchmarks (SIMON, s38584, FFT64, and

FFT128) outperform the 2D counterparts at both 500 MHz and 1.5/2 GHz operating

frequencies. At 500 MHz, the positive slack increases. At 1.5/2 GHz, the WNS,

TNS, and number of violations are reduced. Alternatively, for FFT256 (where the

number of OR and NOR gates is significantly higher), the 3D versions cannot out-

perform the 2D version due to higher cell-level delays of 3D OR and 3D NOR

gates.
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Operating Frequency 500 MHz 2 GHz / 1.5 GHz
Circuit Design Style WS (ns) WNS (ns) TNS (ns) No. Violations

SIMON
2D 0.326 0.051 0 0
3D 0.429 0.048 0 0

s38584
2D 0.760 -0.216 -10.98 252
3D 0.767 -0.205 -5.459 169

FFT64
2D 0.561 -0.070 -151.799 1,107
3D 0.606 -0.055 -125.390 1,792

FFT128
2D 0.21 -0.104 -516.100 8,097
3D 0.23 -0.091 -302.582 6,221

FFT256
2D 0.145 -0.152 -1029.1 18,404
3D 0.024 -0.202 -1322.4 19,431

Table 3.9: Comparison of timing characteristics in 2D and monolithic 3D technolo-
gies with 9 routing tracks in each cell. WS, WNS, and TNS refer, respectively, to
worst slack, worst negative slack, and total negative slack.

According to the simulation results, for relatively low-performance applica-

tions with relaxed timing constraints, monolithic 3D technology can be leveraged

to achieve the highest reduction in footprint (therefore cost) by developing highly

dense 3D cell layouts. For high-performance applications with tighter timing con-

straints, however, interconnects and the routing process plays a significant role in

system timing and power consumption. In this case, metal resources for routing

(such as the number of tracks) should be carefully considered to alleviate routing

congestion and prevent timing degradation at the expense of slightly reduced sav-

ings in footprint.
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3.3 Summary

In this chapter, an open source transistor-level monolithic 3D cell library is de-

veloped and integrated into a digital design flow. The proposed library is used to

investigate several essential characteristics of monolithic 3D ICs such as footprint,

timing and power consumption at both relaxed and tight timing constraints. The

results of a 128-point FFT core operating at 1.5 GHz demonstrate that the mono-

lithic 3D technology can reduce the footprint and overall power consumption by,

respectively, 38% and 14%.

The entire proposed library and related files for tool integration are publicly

available to facilitate future research in some of the critical design aspects of mono-

lithic 3D technology such as thermal integrity and design-for-test methodologies as

well as manufacturing aspects such as the effects of tier-specific device characteris-

tics on system-level performance.
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Chapter 4

Routing Congestion in Monolithic 3D

ICs

In the previous chapter, it was demonstrated that routing congestion is an im-

portant issue for monolithic 3D ICs due to the reduced footprint. In this chapter,

multiple versions of a cell library for transistor-level monolithic 3D integration are

developed. The effect of the number of routing tracks on area, power, and delay

characteristics is investigated by developing three versions of the cell library with

different cell heights. This analysis is important since routing congestion is one of

the primary physical design issues in monolithic 3D ICs. The primary clock tree

characteristics of monolithic 3D ICs are also discussed.

The rest of the chapter is organized as follows: Contributions of this work are

summarized in Section 4.1. The details of the proposed open source cell libraries,

characterization, and comparison with 2D cells are provided in Section 4.2 for each

version. The effect of the number of routing tracks on congestion, power, and
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timing characteristics is investigated in Section 4.3 by developing a large-scale 3D

FFT core. Finally, the chapter is concluded in Section 4.4.

4.1 Contributions of This Work

An open source cell library for monolithic 3D ICs has recently been devel-

oped [65] and is publicly available [16]. In this work:

• Additional versions of the 3D monolithic cell library with different cell heights

are developed and fully characterized.

• These additional libraries are utilized to investigate the effects of the num-

ber of tracks on chip-level routing congestion (e.g., number of interconnect

related design rule check violations), power, and timing (worst negative and

total negative slack) characteristics.

• It is demonstrated that an optimum number of routing tracks exists to mini-

mize chip-level power and delay characteristics in monolithic 3D ICs.

4.2 Routing Congestion Aware Cell Library for Mono-

lithic 3D ICs

In this work, the previously developed standard cell library for Mono3D is ex-

tended to consider the different number of routing tracks.

Currently, 20 standard cells exist in Mono3D, as listed in Table 3.1. Each cell

has been developed with a full-custom design methodology using a cell stacking
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technique. A specific track is allocated for intra-cell MIVs, which are distributed

within the cell to minimize the interconnect length and reduce the cell height. Each

cell within the 2D NanGate library has 14 routing tracks. Alternatively, in this

study, three monolithic 3D cell libraries are developed with the different number

of tracks: 8-track (Mono3D v1), 9-track (Mono3D v2), and 10-track (Mono3D v3).

The number of tracks plays an essiential role in chip-level routing congestion, a

primary issue in monolithic 3D ICs. The cell heights in Mono3D v1, Mono3D v2,

and Mono3D v3 are, respectively, 1.33 µm, 1.52 µm, and 1.71 µm. These cell

heights are, respectively, 46%, 38%, and 31% shorter than the standard cell height

(2.47 µm) in NanGate cell library [58].

The layout of a NAND cell is illustrated in Figure 4.1 in both 2D and 3D mono-

lithic technologies with three different cell heights. Cell dimensions and the three

MIVs are highlighted. The design flow and the modifications required for 3D mono-

lithic technology are described in [65].

4.3 Experimental Results

Cell-level simulation results and comparison of 3D cells (in each version of the

library) with 2D cells are provided in Section 4.3.1. A large circuit is analyzed

in Section 4.3.2 to quantify the benefits of transistor-level 3D technology for more

complex circuits where interconnects play a more dominant role in determining

system performance and power consumption.
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Figure 4.1: Comparison of the layout views of a NAND gate in (a) traditional 2D
technology with 14 routing tracks in each cell, (b) monolithic 3D technology with
8 routing tracks, (c) monolithic 3D technology with 9 routing tracks, and (d) mono-
lithic 3D technology with 10 routing tracks, illustrating the three MIVs used to
connect the top and bottom tiers.
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4.3.1 Cell-Level Evaluation

4.3.1.1 Area

As shown in Figure 4.2, cell-level area reduction varies from 6.5% to 64.1% in

Mono3D v1, -6.9% to 59.0% in Mono3D v2, and -13.5% to 53.8% in Mono3D v3,

depending upon the specific cell. An average improvement of 32%, 22%, and 14%

is achieved for, respectively, Mono3D v1, Mono3D v2, and Mono3D v3. Note that

a negative percent implies that the cell area increases as compared to the 2D cell.

This behavior occurs for cells where the reduction in cell height causes a consider-

able increase in cell width. Similarly, the average area reduction is not as large as

the reduction in cell height since, on average, the cell width slightly increases due

to MIVs and intra-cell routing within the reduced cell footprint.

4.3.1.2 Delay and Power Consumption

As mentioned in Chapter 3, HSPICE simulations are performed on the extracted

3D netlists to compare monolithic 3D technology with the conventional 2D tech-

nology at the cell level. The power supply voltage is set to be 1.1 V, the transition

time is 50 ps, and the temperature is set to be 27◦C. We analyzed the average de-

lay and power consumption, as listed in Table 4.1 and Table 4.2 for 2D and each

version of the 3D technology. According to this table, Mono3D v1 cells have, on

average, 2.15% (3.22% in Mono3D v2 and 3.78% in Mono3D v3) higher propa-

gation delay and 0.93% (0.46% in Mono3D v2 and 0.08% in Mono3D v3) lower

power consumption as compared to the 2D standard cells. This slight increase in

delay is due to denser cell layout, producing additional coupling capacitances and

MIV impedances.
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Cells
Delay (ps)

2D 3D v1 3D v2 3D v3
AND2X1 17.63 19.27 (9.3%) 19.5 (10.6%) 19.52 (10.7%)
AOI21X1 13.68 13.58 (-0.7%) 13.69 (0.1%) 13.80 (0.9%)
BUFX2 17.89 17.56 (-1.8%) 17.86 (-0.2%) 17.94 (0.3%)
BUFX4 15.82 14.97 (-5.4%) 15.29 (-3.4%) 15.76 (-0.4%)

CLKBUF1 27.01 27.28 (1.0%) 27.32 (1.2%) 27.34 (1.2%)
CLKBUF2 39.57 40.05 (1.2%) 40.17 (1.5%) 40.24 (1.7%)
CLKBUF3 51.73 52.74 (2.0%) 53.04 (2.5%) 53.27 (3.0%)
DFFPOSX1 41.69 34.54 (-17.2%) 34.72 (-16.7%) 34.93 (-16.2%)

INVX1 6.73 6.10 (-9.4%) 6.42 (-4.6%) 6.50 (-3.4%)
INVX2 6.54 6.08 (-7.0%) 6.32 (-3.4%) 6.40 (-2.1%)
INVX4 6.44 6.08 (-5.6%) 6.29 (-2.3%) 6.38 (-0.9%)

MUX2X1 16.25 17.21 (5.9%) 17.23 (6.0%) 17.27 (6.2%)
NAND2X1 10.22 9.76 (-4.5%) 9.78 (-4.3%) 9.89 (-3.2%)
NOR2X1 11.41 11.78 (3.2%) 12.16 (6.6%) 12.18 (6.8%)
OAI21X1 12.89 12.72 (-1.3%) 12.88 (-0.1%) 12.93 (0.3%)
OR2X1 18.33 20.89 (14.0%) 21.12 (15.2%) 21.14 (15.3%)

XNOR2X1 36.05 41.32 (14.6%) 41.76 (15.8%) 41.92 (16.3%)
XOR2X1 35.59 41.95 (17.9%) 42.41 (19.2%) 42.69 (19.9%)
Average 21.42 21.88 (2.15%) 22.11 (3.22%) 22.23 (3.78%)

Table 4.1: Average delay characteristics of 2D and monolithic 3D cells with 8
(Mono3D v1), 9 (Mono3D v2), and 10 (Mono3D v3) routing tracks. The percent
changes with respect to 2D cells are listed.
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Cells
Power (µW)

2D 3D v1 3D v2 3D v3
AND2X1 2.82 2.98 (5.7%) 3.01 (6.7%) 3.03 (7.4%)
AOI21X1 3.32 3.33 (0.3%) 3.34 (0.6%) 3.35 (0.9%)
BUFX2 14.04 13.71 (-2.4%) 13.92 (-0.9%) 13.97 (-0.5%)
BUFX4 29.00 28.97 (-0.1%) 28.98 (-0.1%) 29.14 (0.5%)

CLKBUF1 64.07 62.17 (-3.0%) 62.52 (-2.4%) 62.84 (-1.9%)
CLKBUF2 93.25 90.43 (-3.0%) 90.88 (-2.5%) 91.05 (-2.4%)
CLKBUF3 121.4 118.6 (-2.3%) 119.0 (-2.0%) 119.1 (-1.9%)
DFFPOSX1 26.75 27.13 (1.4%) 27.18 (1.6%) 27.39 (2.4%)

INVX1 4.69 4.64 (-1.1%) 4.68 (-0.2%) 4.72 (0.6%)
INVX2 9.31 9.15 (-1.7%) 9.24 (-0.8%) 9.35 (0.4%)
INVX4 18.01 17.99 (-0.1%) 18.16 (0.8%) 18.36 (1.9%)

MUX2X1 5.81 6.14 (5.7%) 6.15 (5.9%) 6.17 (6.2%)
NAND2X1 1.63 1.57 (-3.7%) 1.58 (-3.1%) 1.61 (-1.2%)
NOR2X1 1.63 1.66 (1.8%) 1.69 (3.7%) 1.73 (6.1%)
OAI21X1 3.27 3.24 (-0.9%) 3.25 (-0.6%) 3.26 (-0.3%)
OR2X1 2.54 2.84 (11.8%) 2.85 (12.2%) 2.87 (12.9%)

XNOR2X1 12.66 14.12 (11.5%) 14.13 (11.6%) 14.18 (12.0%)
XOR2X1 12.53 14.16 (13.0%) 14.24 (13.6%) 14.28 (13.9%)
Average 23.71 23.49 (-0.93%) 23.60 (-0.46%) 23.69 (-0.08%)

Table 4.2: Average power characteristics of 2D and monolithic 3D cells with 8
(Mono3D v1), 9 (Mono3D v2), and 10 (Mono3D v3) routing tracks. The percent
changes with respect to 2D cells are listed.
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Circuit
Freq Design Area Wirelength DRC

(GHz) Style (mm2) (m) Vios

FFT128

0.5

2D 2.54 12.2 -
3D v1 1.55 (-39.1) 9.4 (-23) -
3D v2 1.59 (-37.2) 9.2 (-24) -
3D v3 1.77 (-30.3) 10.2 (-16) -

1.5

2D 2.94 15.2 0
3D v1 1.76 (-40.2) 11.6 (-24) 568
3D v2 1.84 (-37.5) 11.4 (-25) 7
3D v3 2.04 (-30.6) 13.0 (-15) 0

Table 4.3: Comparison of the area, wirelength, and number of DRC violations in
2D FFT and monolithic 3D FFT with 8 (Mono3D v1), 9 (Mono3D v2), and 10
(Mono3D v3) routing tracks in each cell. DRC vios refers to the number of design
rule check (DRC) violations.

4.3.2 System-Level Evaluation

The proposed open cell libraries are used to develop a parallel 128-point FFT

core with approximately 330K cells, operating at 500 MHz (relaxed timing con-

straint) and 1.5 GHz (tighter timing constraint). The layout views of the 2D and

3D versions of the FFT core are depicted in Figure 4.3, illustrating the effect of

the number of tracks on the chip-level footprint. Specifically, as compared to

the 2D version, the footprint and overall wirelength are reduced, respectively, by

40% and 24% in Mono3D v1, 38% and 25% in Mono3D v2, and 31% and 15% in

Mono3D v3, when the operating frequency is 1.5 GHz. These results are listed in

Table 4.3.

At 500 MHz, no DRC violations are reported. At 1.5 GHz, however, Mono3D v1

exhibits approximately 600 violations due to routing congestion. These violations

are reduced to 9 for Mono3D v2 and are completely eliminated for Mono3D v3.

At 1.5 GHz, the FFT core implemented with Mono3D v2 library consumes ap-
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Figure 4.3: The layout views of a highly parallelized 128-point FFT core in (a)
conventional 2D technology with 14 routing tracks in each cell, (b) transistor-level
monolithic 3D technology with 8 routing tracks, (c) monolithic 3D technology with
9 routing tracks, and (d) monolithic 3D technology with 10 routing tracks.
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Operating Frequency 500 MHz

Circuit Design Style
Power component (mW)

INT SWI (Change) LK Total (Change)

FFT128

2D 2,365 924.8 (-) 119.5 3,510 (-)
3D v1 2,340 750.3 (-18.87%) 119.4 3,210 (-8.55%)
3D v2 2,309 726.0 (-21.50%) 118.8 3,154 (-10.14%)
3D v3 2,302 749.7 (-18.93%) 119.9 3,172 (-9.63%)

Table 4.4: Comparison of power consumption in 2D FFT and monolithic 3D FFT
with 8 (Mono3D v1), 9 (Mono3D v2), and 10 (Mono3D v3) routing tracks in each
cell, operating at 500 MHz. INT, SWI, and LK refer, respectively, to internal, switch-
ing (net), and leakage power.

Operating Frequency 1.5 GHz

Circuit Design Style
Power component (mW)

INT SWI (Change) LK Total (Change)

FFT128

2D 7,891 2,859 (-) 144.9 10,895 (-)
3D v1 6,936 2,351 (-17.77%) 146.5 9,437 (-13.38%)
3D v2 6,863 2,309 (-19.24%) 145.9 9,318 (-14.47%)
3D v3 6,884 2,333 (-18.40%) 145.3 9,363 (-14.06%)

Table 4.5: Comparison of power consumption in 2D FFT and monolithic 3D FFT
with 8 (Mono3D v1), 9 (Mono3D v2), and 10 (Mono3D v3) routing tracks in each
cell, operating at 1.5 GHz. INT, SWI, and LK refer, respectively, to internal, switch-
ing (net), and leakage power.
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Operating Frequency 500 MHz 1.5 GHz

Circuit
Design WS WNS TNS

NO. Violations
Style (ns) (ns) (ns)

FFT128

2D 0.021 -0.104 -516.100 8,097
3D v1 0.016 -0.116 -725.474 9,118
3D v2 0.023 -0.091 -302.582 6,221
3D v3 0.022 -0.097 -319.003 6,574

Table 4.6: Comparison of timing characteristics in 2D FFT and monolithic 3D FFT
with 8 (Mono3D v1), 9 (Mono3D v2), and 10 (Mono3D v3) routing tracks in each
cell. WS, WNS and TNS refer, respectively, to worst slack, worst negative slack and
total negative slack.

proximately 20% less interconnect power as compared to 2D technology. The in-

ternal power is also reduced by approximately 13%, partly due to the type of cells

used in the design and partly due to the reduction in short-circuit power (since

the interconnect lengths are shorter and signal transitions are faster). Overall, the

monolithic 3D technology achieves approximately a 15% reduction in power, as

listed in Table 4.4 and Table 4.5.

The timing characteristics of the 2D and monolithic 3D circuits are compared

in Table 4.6 where the worst negative slack (WNS), total negative slack (TNS),

and a number of timing violations are listed. The target clock frequencies are 500

MHz and 1.5 GHz. An important observation from Table 4.6 is that the timing

characteristics are degraded when 8 routing tracks (Mono3D v1) are considered.

This degradation is due to 1) higher average cell delay for monolithic 3D technology

and 2) routing congestion. For each of the three benchmarks, all WS, WNS and

TNS increase. However, if the number of routing tracks in each cell is increased to

9 (Mono3D v2), the timing characteristics of all of the 3D benchmarks outperform

2D designs at both 500 MHz and 1.5 GHz operating frequencies. At 500 MHz,
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(a) (b)

(d)(c)

Figure 4.4: Summary of results obtained from the FFT128 operating at 1.5 GHz:
(a) footprint, (b) wirelength, (c) power consumption, and (d) worst negative slack.

the positive slack increases. At 1.5 GHz, the WNS, TNS, and number of violations

are reduced. Thus, similar to power characteristics, Mono3D v2 achieves the best

timing characteristics.

The simulation results obtained from FFT128 are summarized in Figure 4.4

when the clock frequency is 1.5 GHz.

Since clock networks play a significant role in both performance and power in

large-scale circuits, the clock tree synthesis (CTS) results of the FFT core are also
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2D FFT128 Mono3D_v2 FFT128

(a) (b)

Figure 4.5: Clock tree floorplan of a 128-point FFT core with approximately 97K
flip-flops: (a) traditional 2D technology and (b) monolithic 3D technology with 9
routing tracks in each cell (Mono3D v2).

reported to quantify the benefits of monolithic 3D technology in clocking. The

clock trees obtained by Encounter for both 2D and 3D technologies (Mono3D v2)

are shown in Figure 4.5. The number of sinks for both designs is 96,796. Both the

skew and slew constraints are set to 100 ps. The smaller 3D footprint is helpful for

enhancing primary clocking characteristics, as listed in Table 4.7. Due to the re-

duced footprint, the number of clock buffers is reduced from 8,231 to 6,427, which

reduces the clock internal power by approximately 28%. The clock wirelength is

also minimized by 28% and the clock net power is reduced by about 27%. The

overall clock power is reduced by 28%.

The clock tree of the 2D design exhibits slew violations, which are fixed in

the 3D clock network (due to shorter and therefore less resistive clock nets). The
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Circuit 128-point FFT core
Design style 2D 3D v2

Number of sinks 96,796 96,796
Number of buffers 8,231 6,427

Clock wirelength (mm) 732 527
Clock cap (pF) 1,052 719

Max. buffer slew (ps) 110.1 98.7
Max. sink slew (ps) 107.8 95.1

Skew (ps) 51.7 45.5
Clock internal power (mW) 2,419 1,738

Clock switching power (mW) 2,430 1,767
Clock leakage power (mW) 9.2 7.3
Overall clock power (mW) 4,858 3,512

Table 4.7: Comparison of primary clock tree characteristics of 2D FFT and mono-
lithic 3D FFT.

Figure 4.6: Comparison of clock insertion delay histograms for 2D FFT and mono-
lithic 3D FFT.
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global skew decreases from 51.7 ps in 2D FFT core to 45.5 ps in 3D FFT core,

implemented by Mono3D v2. The 3D FFT core also exhibits lower clock insertion

delays, as shown in Figure 4.6 where the insertion delay histograms are compared

for 2D and 3D designs. Lower insertion delays are helpful in reducing the variation-

induced skew or corner-to-corner skew variation.

4.4 Summary

In this chapter, several open source transistor-level monolithic 3D cell libraries

are developed and integrated into a digital design flow. The proposed libraries are

used to investigate several essential characteristics of monolithic 3D ICs such as

1) footprint, timing and power consumption at both relaxed and tight timing con-

straints, 2) routing congestion, 3) the effect of the number of routing tracks in each

cell, 4) clock tree. The results of a large-scale FFT core operating at 1.5 GHz

demonstrate that the monolithic 3D technology can reduce the footprint and overall

power consumption by, respectively, 38% and 14%. The effect of routing conges-

tion on timing characteristics is stronger in monolithic 3D technology, where the

cell-level number of routing tracks plays an important role. An optimum number of

routing tracks exists that achieves the most significant improvements in both power

and timing characteristics.
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Chapter 5

Hardware-Efficient Logic

Camouflaging for Monolithic 3D ICs

Circuit camouflaging is a layout-level technique to thwart image analysis based

reverse engineering attacks. An efficient dummy contact based camouflaging method

for monolithic 3D ICs is proposed. 3D ICs achieve ultra-high density device inte-

gration enabled by fine-grained monolithic inter-tier vias. Standard cell libraries

are developed to evaluate the effects of circuit camouflaging on large-scale 2D

and monolithic 3D ICs. These libraries are used to design a camouflaged SIMON

(lightweight block cipher) and several academic benchmarks. Simulation results

demonstrate that the monolithic 3D technology is highly useful to facilitate the

utilization of camouflaging technique against reverse engineering attacks. At the

expense of a slight degradation in timing characteristics, monolithic 3D technology

eliminates not only the area but also the power overhead related to camouflage.

The rest of the chapter is organized as follows: A brief background and con-
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tributions of this work are summarized in Section 5.1. Proposed camouflaged 2D

and monolithic 3D integrated circuit cell libraries are provided in Section 5.2. Sim-

ulation results for SIMON block cipher and several academic benchmarks are pre-

sented in Section 5.3. The chapter is summarized in Section 5.4.

5.1 Background and Contributions

The security of ICs has emerged as a fundamental issue due to the threats from

the globalized semiconductor supply chain [66–70]. Circuit camouflaging is an ef-

fective technique to thwart reverse engineering attacks that try to recover the orig-

inal netlist through scanning electron microscopy (SEM) images [71–74]. The cir-

cuit obfuscation level achieved by the camouflaging technique, however, depends

upon the number and location of the camouflaged gates [72]. Thus, these param-

eters play an important role in achieving the desired attack resilience. A larger

number of camouflaged gates strengthens the countermeasure at the expense of sig-

nificant overhead in the area, power, and delay characteristics [72].

Recently, monolithic 3D technology [13,14,43] has been conceptually proposed

as a countermeasure against reverse engineering since it has the potential to reduce

the overhead of traditional circuit camouflaging [75]. Transistor-level camouflaged

logic locking method for monolithic 3D integrated circuit security has also been

proposed [76]. These studies follow the highly encouraging recent developments on

monolithic 3D technology that relies on sequentially fabricating multiple transistor

layers [52]. Monolithic 3D ICs enable not only ultra-high density device integra-

tion but also introduce novel opportunities and challenges on managing hardware

security [75–79]. For example, existing split manufacturing techniques developed
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primarily for through silicon via and interposed based vertical integration are not

applicable to monolithic 3D ICs. Unlike TSV based 3D ICs, in monolithic 3D ICs,

all of the tiers are manufactured sequentially by the same foundry. Thus, splitting

the system functionality into multiple tiers is not useful to protect monolithic 3D

ICs from reverse engineering and hardware intellectual property (IP) piracy attacks

from untrusted foundries.

5.1.1 Circuit Camouflaging

Circuit camouflaging is a method to obfuscate logic function by making sub-

tle changes to the physical layout of standard cells [71–73]. The primary goal of

camouflage is to disguise the circuit against a reverse engineer who utilizes SEM

pictures to recover the original chip design. For example, from the SEM image

analysis, a camouflaged logic cell appears to be a 2-input NAND gate. In practice,

however, that cell can be a 2-input NOR gate. For example, NAND and NOR cells

are designed to look identical where the actual function depends upon the real and

dummy contacts. The camouflaged 2D NAND and NOR gates with both dummy

and real contacts/vias are shown, respectively, in Figures 5.1 (c) and (d) [80]. As a

reference, the non-camouflaged NAND and NOR gates are also illustrated in Fig-

ures 5.1 (a) and (b), respectively. This wrong perception can be achieved by small

changes in metal contacts and vias [81]. As shown in Figure 5.2, the contacts be-

tween metal 1 (M1) and the polysilicon layers are physically connected on the left

cell, but disconnected after a thin layer of contact material on the right cell. The

top views of M1 (and polysilicon) for the gates with or without camouflaging are

identical. The same technique can be applied to vias between metal layers. As

demonstrated in [71], the conventional and camouflaged 2-input AND gates have
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Figure 5.1: Standard cell layouts in 2D technology: (a) conventional NAND, (b)
conventional NOR, (c) camouflaged NAND, and (d) camouflaged NOR.
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Figure 5.2: Illustration of true and dummy contacts/vias.
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the same SEM image. Thus, an attacker cannot entirely rely on SEM image analysis

to successfully extract the correct circuit netlist. Since reverse engineers cannot par-

tially etch a layer [74], circuit camouflaging with dummy contacts/vias has become

an effective method to obscure the original circuit.

5.1.2 Contributions of This Work

The primary contributions of this work are as follows:

• Camouflaged monolithic 3D cells are developed and fully characterized by

using cell stacking method.

• A chip-level analysis is performed on fully placed and routed 2D and mono-

lithic 3D circuits to quantify and compare the area, power, and delay overhead

of camouflaging technique. An important observation is that the cell-level

power overhead (that is typically reported in existing work) is compensated

by the reduction in chip-level interconnect power for monolithic 3D technol-

ogy.

• Advantages and limitations of circuit camouflaging for 3D monolithic tech-

nology are discussed. To the best of the authors’ knowledge, this study is the

first work that quantitatively investigates the overhead of circuit camouflaging

on monolithic 3D ICs.

5.2 Logic Camouflaging for Monolithic 3D ICs

The characteristics of the standard cell libraries for proposed camouflaged meth-

ods of both the conventional 2D and monolithic 3D ICs are described in Chap-
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Figure 5.3: Camouflaged cell layouts in monolithic 3D technology: (a) top tier of
NAND gate, (b) top tier of NOR gate, (c) bottom tier of NAND gate, (d) bottom
tier of NOR gate.

ter 5.2.1. Cell-level simulation results and comparisons among regular 2D cells,

camouflaged 2D cells, and camouflaged monolithic 3D cells are provided in Chap-

ter 5.2.2.

5.2.1 Camouflaged Cells in 2D and Monolithic 3D Technologies

Two camouflaged standard cell libraries are developed. The first one is for con-

ventional 2D technology whereas the second one is for monolithic 3D technology

with inter-tier vias. Both of these libraries are generated based on the 2D 45 nm

process design kit FreePDK45 [56]. Thus, the process and physical characteristics

such as transistor models and on-chip metal layers are obtained from FreePDK45.

As shown in Figure 3.1, in the transistor-level 3D monolithic technology, there

are two tiers where the top tier is used for nMOS transistors whereas the pMOS

transistors are placed within the bottom tier, similar to [55].

60



Regular Standard Cells Camouflaged Standard Cells
INVX1 INVX2 NAND2X1 & NOR2X1

CLKBUF1 CLKBUF2 AND2X1 & OR2X1
DFFPOSX1 FILL XNOR2X1 & XOR2X1

Table 5.1: List of standard cells in the camouflaged 2D and monolithic 3D libraries.

Twelve standard cells are developed in both 2D and 3D camouflaged cell li-

braries, as listed in Table 5.1. Of these cells, NAND, NOR, AND, OR, XOR, and

XNOR are camouflaged. For example, NAND and NOR cells are designed to look

identical where the actual function depends upon the real and dummy contacts. This

behavior also holds for AND/OR and XOR/XNOR cell pairs.

In camouflaged monolithic 3D cells, the power rail is located at the top of the

bottom tier and the ground rail is located at the bottom of the top tier. MIVs are

distributed within the cell to minimize the interconnect distance and reduce the

cell height, as shown in Figure 5.3, where the camouflaged 3D NAND and NOR

gates are illustrated. Both the top [see Figures 5.3(a) and b)] and bottom tiers [see

Figures 5.3(c) and d)] in each cell look identical from the top view.

In camouflaged 3D cells, the cell height is 1.135 µm, which is 54% smaller than

the standard cell height (2.47 µm in Nangate 45 nm cell library [58]. The top tier

metal layers and true/dummy contacts of these camouflaged cells are illustrated in

Figure 5.4 for both NAND and NOR cells. Note that contrary to non-camouflaged

cells that utilize only metal 1 for intra-cell routing, camouflaged cells require both

metal 1 and metal 2 for routing, which affects both the cell-level (see Section 5.2.2)

and chip-level (see Section 5.3) area, power and timing characteristics.
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true contacts dummy contacts
(a) (b) (c) (d)

Figure 5.4: Metal layers and true/dummy contacts within the top tier of camou-
flaged monolithic 3D cells: (a) NAND metal layers, (b) NOR metal layers, (c)
NAND contacts, (d) NOR contacts.

5.2.2 Cell-Level Evaluation

The effect of camouflaging on the cell-level area, delay, and power consumption

is investigated for both 2D and 3D technologies. The results are listed in Table 5.2.

5.2.2.1 Footprint

For the 2D camouflaged cells, the increase in cell area varies from 0 to 50%,

depending upon the cell type. For example, for XNOR and XOR gates, there is no

overhead in the area since the transistors in both cells have the same sizes. Thus, it

is not necessary to upsize the cells to make them look identical. Furthermore, the

inherent cell area is sufficiently large, leaving sufficient space for intra-cell routing

needed for camouflaging the cells.

For camouflaged monolithic 3D standard cells, the cell area is reduced as com-

pared to non-camouflaged 2D cells due to the inherent advantage of monolithic 3D

technology. This reduction in cell area varies from 34% to 51%. Despite more than
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Std Cell Design Area (µm2) Delay (ps) Power (µW)

NAND 2D
2D 1.88 7.61 1.28

2D C 2.82 (50%) 8.93 (17%) 1.82 (42%)

NAND 3D
3D 0.6 (-68%) 8.95 (18%) 1.45 (13%)

3D C 1.04 (-45%) 10.3 (35%) 1.97 (54%)

NOR 2D
2D 1.88 8.73 1.41

2D C 2.82 (50%) 8.05 (-8%) 1.80 (28%)

NOR 3D
3D 1.04 (-45%) 9.05 (4%) 1.42 (1%)

3D C 1.04 (-45%) 8.22 (-6%) 1.82 (29%)

AND 2D
2D 2.87 14.2 2.28

2D C 3.66 (28%) 17.0 (20%) 2.98 (31%)

AND 3D
3D 1.27 (-58%) 15.3 (8%) 2.32 (2%)

3D C 1.42 (-51%) 18.1 (27%) 2.99 (31%)

OR 2D
2D 2.87 15.4 2.26

2D C 3.66 (28%) 15.6 (1%) 2.75 (22%)

OR 3D
3D 1.42 (-51%) 16.9 (10%) 2.35 (4%)

3D C 1.42 (-51%) 17.0 (10%) 2.76 (22%)

XNOR 2D
2D 4.67 29.6 9.82

2D C 4.67 (0%) 31.2 (5%) 10.3 (5%)

XNOR 3D
3D 3.10 (-34%) 31.4 (6%) 10.2 (4%)

3D C 3.10 (-34%) 32.9 (11%) 10.5 (7%)

XOR 2D
2D 4.67 29.3 10.1

2D C 4.67 (0%) 30.6 (4%) 10.5 (4%)

XOR 3D
3D 3.10 (-34%) 31.7 (8%) 10.4 (3%)

3D C 3.10 (-34%) 32.5 (11%) 10.7 (6%)

Table 5.2: Area, average delay and power characteristics of conventional 2D, cam-
ouflaged 2D (2D C), monolithic 3D, and camouflaged monolithic 3D (3D C) stan-
dard cells. All of the percentages are with respect to conventional 2D results.
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50% reduction in cell height, the average area reduction is less than 50% due to

camouflaging overhead and MIVs. The area of the non-camouflaged 3D cells is

also listed in the table as a reference.

5.2.2.2 Delay and Power Consumption

HSPICE simulations are performed on the extracted non-camouflaged 2D, 3D,

and camouflaged 2D and 3D netlists to compare the cell-level power and delay

characteristics at nominal operating conditions. Non-camouflaged 2D results are

considered as the baseline for all of the percentages reported here. In general, the

2D camouflaged cells of this work have significantly less delay and power overhead

as compared to [72]. As listed in Table 5.2, for the 2D camouflaged cells, the

percent change in average propagation delay varies from -8% (for the NOR gate)

to 20% (for the AND gate), while for the monolithic 3D technology, it differs from

-6% (for the NOR gate) to 38% (for the NAND gate). Thus, except the NOR gate,

camouflaging increases the delay in both 2D and 3D technologies due to additional

interconnects and vias. For the camouflaged NOR gate, the size of the nMOS has

been increased from 0.25 µm to 0.5 µm (since the size of each nMOS in the NAND

gate is 0.5 µm due to series connection), thereby lowering the average propagation

delay.

For the camouflaged 2D cells, the increase in power consumption varies from

4% (for the XOR gate) to 42% (for the NAND gate), while for the camouflaged

monolithic 3D cells the power overhead is between 6% (for the XOR gate) and 54%

(for the NAND gate). Note that the camouflaged monolithic 3D cells have higher

propagation delay and higher power consumption as compared to camouflaged 2D

standard cells.
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According to Table 5.2, camouflaged 3D cells have, on average, 7.82% higher

propagation delay and 2.33% higher power consumption as compared to the cam-

ouflaged 2D cells. This slight increase in the delay and power is due to the MIV

impedances and the denser cell layout that produces additional coupling capaci-

tances. Also, note that the camouflaged standard cells can be further optimized to

reduce the delay and power at the expense of reduced improvement in the foot-

print. Thus, for monolithic 3D technology, the significant reduction in cell area is

achieved at the cost of a slight increase in cell-level power and delay characteris-

tics. The chip-level implications of these effects are investigated in the following

chapter.

5.3 Chip-Level Simulation Results

Proposed camouflaged 2D and camouflaged monolithic 3D standard cell li-

braries are used to investigate the system-level power and timing characteristics

with existing physical design tools.

Specifically, standard cells listed in Table 5.1 are used to generate four cam-

ouflaged circuits: a SIMON block cipher (balanced Feistel cipher to fulfill the se-

curity concerns of sensitive and hardware constrained applications [82]) and three

ISCAS’89 academic benchmarks.

5.3.1 Experimental Setup

The proposed camouflaged cells are characterized (after RC extraction) with

Encounter Library Characterizer (ELC) to obtain timing and power characteristics.

SIMON and ISCAS’89 benchmark circuits are synthesized using Synopsys Design
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Circuit SIMON s35932 s38417 s38584
NO. Gates 903 21,281 22,978 20,423

NCC
DFF 168 (18.6%) 1,728 (8.1%) 1,636 (7.1%) 1,426 (7.0%)
INV 23 (2.5%) 7,349 (34.5%) 11,253 (49%) 6,784 (33.2%)

CC

NAND 529 (58.6%) 0 554 (2.4%) 974 (4.8%)
NOR 20 (2.2%) 0 848 (3.7%) 1,096 (5.4%)
AND 1 (0.01%) 11,052 (51.9%) 8,121 (35.3%) 7,642 (37.4%)
OR 0 1,152 (5.4%) 566 (2.5%) 2,498 (12.2%)

XOR 1 (0.01%) 0 0 1 (0.005%)
XNOR 161 (17.8%) 0 0 2 (0.01%)

Table 5.3: The overall number of gates and the distribution of camouflaged and non-
camouflaged cells. NCC, and CC refer, respectively, to Non-Camouflaged Cells,
and Camouflaged Cells.

Compiler. Synthesized netlists are placed (at 70% placement density) and routed

using Cadence Encounter. The clock frequency is 0.5 GHz for all of the circuits.

5.3.2 System-Level Evaluation

The distribution of cells in camouflaged SIMON cipher and ISCAS’89 bench-

marks is listed in Table 5.3. The percentage of camouflaged cells varies significantly

depending upon the circuit.

The SIMON cipher used in this work has 168 D flip-flops and 735 gates. (in-

cluding the inverter, NAND, NOR, AND, OR, XNOR and XOR). Three larger IS-

CAS’89 benchmark circuits (s35932, s38417, s38584) are also used to evaluate

camouflaged 3D monolithic circuits. The number of cells for these benchmarks

varies from 17,892 to 22,179.

In 3D monolithic technology, 15 metal layers (both top and bottom tiers) are

used for signal routing since 10 metal layers of the top tier are not sufficient to
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successfully route the circuit due to the significant reduction in footprint.

Note that for these benchmarks that are relatively larger than the SIMON cipher,

10 metal layers of the top tier are not sufficient to successfully route the circuit due

to the significant reduction in footprint. Thus, 15 metal layers (both top and bottom

tiers) are used for signal routing in these benchmarks.

Contrary to the SIMON benchmark where experimental results are obtained for

both 10 and 15 metal layers of monolithic 3D designs, for ISCAS benchmarks, 10

metal layers are not sufficient to route the camouflaged placed design due to the

significant reduction in footprint. Thus, 15 metal layers (both top and bottom tiers)

are used for signal routing.

5.3.2.1 Footprint and Wirelength

Physical layouts of the conventional 2D, camouflaged 2D, and camouflaged

monolithic 3D implementations of the SIMON block cipher are depicted in Fig-

ure 5.5. Approximately 80% of the gates is camouflaged. The area and overall

wirelength characteristics in conventional 2D, camouflaged 2D, and camouflaged

monolithic 3D are listed in Table 5.4. According to this table, in camouflaged 2D

circuits, the area, and wirelength increase, respectively, by 21.1% and 11.3%. For

the camouflaged monolithic 3D circuit, however, the area and overall wirelength

are reduced, respectively, by 37.7% and 15.7% as compared to the conventional 2D

implementation.

For the three larger ISCAS’89 benchmarks, the average area increase for cam-

ouflaged 2D circuits is 17.5%. Alternatively, for camouflaged monolithic 3D tech-

nology, the area is reduced, on average, by 47.5%. The increase in the overall

wirelength for camouflaged 2D circuits is highly design dependent and varies from
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Figure 5.5: The layout views of SIMON cipher in (a) conventional 2D technol-
ogy without camouflaging, (b) conventional 2D technology with camouflaging, (c)
transistor-level monolithic 3D technology with camouflaging.

Circuit
Design Area Change Wirelength Change
style (mm2) (%) (µm) (%)

SIMON 2D
2D 0.0047 - 10694 -

2D C 0.0057 21 11905 11

SIMON 3D
3D 0.0025 -47 8530 -20

3D C 0.0029 -38 9008 -16

s35932 2D
2D 0.086 - 163247 -

2D C 0.102 18.6 173471 6.3

s35932 3D
3D 0.042 -51 125921 -23

3D C 0.045 -48 127852 -22

s38417 2D
2D 0.080 - 133106 -

2D C 0.092 15 145519 9.3

s38417 3D
3D 0.041 -49 108975 -18

3D C 0.042 -48 110415 -17

s38584 2D
2D 0.080 - 170008 -

2D C 0.095 18.8 199865 17.6

s38584 3D
3D 0.040 -50 129650 -24

3D C 0.042 -48 135329 -20

Table 5.4: Area and wirelength characteristics in conventional 2D, camouflaged 2D
(2D C), monolithic 3D, and camouflaged monolithic 3D (3D C) circuits. All of the
percentages are with respect to conventional 2D results.
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Circuit
Design Power Component (mW)
style Gate Int. Leakage Total

SIMON 2D
2D 5.57 1.43 0.20 7.20

2D C 5.89 1.59 0.25 7.73 (7.4%)

SIMON 3D
3D 4 1.12 0.20 5.32 (-26%)

3D C 4.18 1.17 0.25 5.60 (-22%)

s35932 2D
2D 66.42 16.45 3.48 86.35

2D C 73.31 17.58 4.42 95.13 (10.2%)

s35932 3D
3D 64.77 12.32 3.00 80.09 (-7%)

3D C 68.56 13.53 3.99 86.09 (-0.3%)

s38417 2D
2D 59.42 14.31 2.77 76.5

2D C 63.17 15.09 3.45 81.7 (7%)

s38417 3D
3D 59.64 11.03 2.45 73.12 (-4%)

3D C 60.93 11.89 3.14 75.96 (-1%)

s38584 2D
2D 58.74 14.03 2.77 75.54

2D C 62.56 16.50 3.55 82.61 (9%)

s38584 3D
3D 57.42 10.7 2.57 70.69 (-6%)

3D C 58.57 11.73 3.38 73.69 (-2%)

Table 5.5: Comparison of power consumption in conventional 2D, camouflaged 2D
(2D C), monolithic 3D, and camouflaged monolithic 3D (3D C) circuits. INT refers
to interconnect power. All of the percentages are with respect to conventional 2D
results.

approximately 6.3% (for s35932) to 17.6% (for s38584). For camouflaged mono-

lithic 3D technology, the overall wirelength can be reduced, on average, by 19.7%.

5.3.2.2 Power Characteristics

The power consumption of the conventional 2D, camouflaged 2D, and camou-

flaged monolithic 3D circuits are compared in Table 5.5. All of the three compo-

nents of power consumption (gate, interconnect, and leakage) are provided. The

camouflaged 2D circuits consume, on average, 8.3% more power than the conven-
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tional 2D version. This increase is primarily due to the rise in camouflaged gate

power (see Table 5.2) and longer interconnects. In camouflaged 2D cells, an addi-

tional metal layer is needed for intra-cell routing to make the two cells with different

logic functions look identical. Since this metal layer occupies a routing track for

inter-cell routing, the overall interconnect length increases (see Table 5.4), thereby

increasing the net power. Alternatively, camouflaged monolithic 3D circuits con-

sume, on average, 6.3% less power than the conventional 2D version. This reduc-

tion is primarily due to reduced area and therefore shorter interconnects. Thus, an

important observation for monolithic 3D technology is that the cell-level power in-

crease due to camouflaging (see Table 5.2) is compensated by the reduction in inter-

connect power. Also note that in SIMON cipher and s38584, gate power is slightly

reduced in 3D technology despite the increase at the cell-level power consump-

tion. This behavior is due the reduced interconnect length in 3D technology which

improves the average signal slew (due to lower interconnect resistance), which in

turn reduces the short circuit power (one of the components of gate power). Thus,

depending upon the type of the cell used by the chip and overall interconnect char-

acteristics, the camouflaged 3D technology may increase or decrease the overall

gate power.

5.3.2.3 Timing Characteristics

The worst slack (from the slowest timing path) of the conventional 2D, cam-

ouflaged 2D, and camouflaged monolithic 3D circuits are compared in Table 5.6.

Note that the timing constraints are satisfied in all of the circuits at 0.5 GHz fre-

quency. According to this table, camouflaging degrades the timing characteristics

for both 2D and 3D technologies since the slack is reduced. The average reduction
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Circuit Design Style Worst Slack (ns)

SIMON 2D
2D 0.921

2D C 0.770 (-16%)

SIMON 3D
3D 0.885 (-4%)

3D C 0.745 (-19%)

s35932 2D
2D 1.210

2D C 1.127 (-7%)

s35932 3D
3D 1.064 (-12%)

3D C 1.035 (-14%)

s38417 2D
2D 0.617

2D C 0.396 (-36%)

s38417 3D
3D 0.406 (-34%)

3D C 0.279 (-55%)

s38584 2D
2D 0.734

2D C 0.721 (-2%)

s38584 3D
3D 0.583 (-21%)

3D C 0.578 (-22%)

Table 5.6: Timing characteristics in conventional 2D, camouflaged 2D (2D C),
monolithic 3D, and camouflaged monolithic 3D circuits. All of the percentages
are with respect to conventional 2D results.
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Figure 5.6: Slack distribution of the 50 slowest paths in SIMON cipher for 2D tech-
nology without (2D) and with (2D-C) camouflaging, and monolithic 3D technology
without (3D) and with camouflaging (3D-C).

in slack is approximately 15.2% (equivalent to 5.85% percent of the clock period)

for camouflaged 2D and 27.4% (equal to 10.6% percent of the clock period) for

camouflaged 3D circuits. Note that in s38417, a relatively larger reduction in worst

slack is observed. This characteristic is due to the presence of a large number of

NAND and AND gates along the critical path (specifically 54 out of 110 gates).

According to Table 5.2, the largest increase in cell delay is observed for these two

gates for both 2D and 3D camouflaging.

To better observe the change in timing characteristics, the slack histogram of

the 50 slowest paths is provided in Figure 5.6, where the effect of 2D and 3D cam-

ouflaging on slack is illustrated. 2D camouflaging degrades the slack by approx-

imately 120 ps (6% of the clock period). 3D camouflaging causes an additional
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degradation of about 50 ps (concerning non-camouflaged 2D) due to larger cell-

level delays.

5.4 Summary

Circuit camouflaging has recently received attention to thwarting image analysis

based reverse engineering attacks. The number of camouflaged gates, however,

should be sufficiently high to ensure its efficacy, which incurs significant overhead.

The benefits provided by monolithic 3D technology in circuit camouflaging has

been investigated at the cell- and chip-levels. Both 2D and 3D camouflaged cell

libraries have been developed and fully characterized. The results obtained from

fully placed and routed SIMON cipher and several academic benchmark circuits

demonstrate that monolithic 3D technology is highly effective in eliminating not

only the area but also the power overhead of circuit camouflaging at the expense of

a slight degradation in timing characteristics.
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Chapter 6

Thermal Management and Analysis

of Monolithic 3D ICs

Monolithic 3D ICs support ultra-high density device integration through fine-

grained connectivity enabled by monolithic inter-tier vias. Monolithic 3D technol-

ogy can potentially save up to 50% in area while exhibiting comparable to or better

performance than 2D circuits. However, thermal management of monolithic 3D

ICs is more challenging due to the reduced area (hence, higher power density) and

the low thermal conductivity of the inter-layer dielectric material, situated between

adjacent device layers. Therefore, carefully and accurately analyzing the thermal

behavior is crucial for the reliability of monolithic 3D integration. In this chapter,

to analyze heat propagation and track the formation of hot spots in monolithic 3D

ICs, the thermal integrity of the monolithic 3D circuits is explored at the physical

level.

The rest of the chapter is organized as follows. Background of thermal issues in
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modern ICs and contributions of this work are summarized in Section 6.1. Proposed

thermal analysis flow for monolithic 3D ICs is provided in Section 6.2. Simulation

results for a secure cipher and a 128-point FFT core are presented in Section 6.3.

The chapter is summarized in Section 6.4.

6.1 Background and Contributions

6.1.1 Thermal Management

Thermal management has emerged as one of the most challenging issues in

high-performance ICs due to the increasing transistor density and power consump-

tion, and clock speed [83]. Furthermore, thermal issues caused by higher power

densities in sub-90 nm advanced CMOS technologies result in performance degra-

dation and significant leakage currents [84]. With the help of modern device tech-

nologies such as FinFET and SOI, further scaling of silicon technology by sup-

pressing leakage currents has been possible [6]; however, due to self-heating and

the low thermal conductivity of the materials involved, these technologies can be

more sensitive to thermal issues [85].

6.1.1.1 Thermal Issues in Monolithic 3D ICs

3D integration has attracted significant attention in recent years due to its ability

to outperform traditional planar CMOS technologies [44, 86–90]. Long intercon-

nect delay and heterogeneous technology integration are a few examples of issues

that could be addressed by 3D integration [91]. A number of innovative process

technologies including wafer thinning, etching and filling of high aspect ratio holes
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in silicon, inter-strata bonding are used to develop a functional 3D circuit [92, 93].

Many different 3D integration technologies have been demonstrated, such as face-

to-face integration [92] and back-to-face integration [94].

Nanoscale monolithic inter-tier via (MIV) connects the vertical device layers

and has recently become a key component of vertical integration [13]. Monolithic

3D ICs exhibit significant benefits regarding electrical performance (as mentioned

in Chapter 3), but they are also expected to suffer from thermal issues due to higher

power densities [95–98].

6.1.1.2 Full-Chip Thermal Analysis

Heat is a form of energy that can be transferred from one system to another as

a result of temperature difference. This process is known as heat transfer [99, 100].

The full-chip thermal analysis requires understanding and solving the heat transfer

theory [97].

The flow of on-chip heat is represented by a parabolic partial differential equa-

tion (PDE) [6, 101],

ρC(x,µ)
∂µ(x, t)

∂t
−∇(κ(x,µ)∇µ(x, t)) = f (µ,x, t), in Ω× [0,T ], (6.1)

(κ(x,µ)∇µ)n = η(µa−µ) on ∂Ω× [0,T ], (6.2)

µ(x,0) = µ0 in Ω̄ = Ω∪∂Ω, (6.3)

where ρ is the material density (in kg/m3), the function C(x,µ) denotes the heat ca-
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pacity of the chip material (in J/kgK), κ(x,µ) is the thermal conductivity (in W/mK),

µ(x, t) is the temperature (in [K]) at time t, the function f (µ,x, t) (in W/m3) is the

power density dissipated by the active layers in the system. The power density is

comprised of two parts: f1(x, t) and f2(µ,x, t). f1(x, t) is the dynamic power and

f2(µ,x, t) is the leakage power. The leakage power has exponential dependence on

temperature [102–105]. [0,T ] is the time interval, η (in W/m2K) is the thermal

transmittance at the boundaries ∂Ω.

Finite element method (FEM) discretizes the entire chip’s temperature field and

forms a system of linear equations showing the relation between the temperature

distribution within the chip and the power density distribution [97]. The initial

boundary condition in (6.1), (6.2), and (6.3) can be solved numerically by using the

FEM and implicit time integration methods [106].

6.1.2 Contributions of This Work

The primary contributions of this work are as follows:

• An analysis flow is developed that utilizes the proposed monolithic 3D cell

libary, PDK, and an existing thermal analysis tool [6] for computing steady-

state and transient thermal profiles of monolithic 3D ICs.

• Thermal behavior of several monolithic 3D circuits is explored.

6.2 Proposed Thermal Analysis Flow

Proposed flow consists of two primary parts: monolithic 3D cell library charac-

terization to obtain power data (see Section 6.2.1) and use of an existing GDS level
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thermal analysis tool [6] (see Section 6.2.2).

6.2.1 Standard Cell Library Review

Standard cell timing and power modeling are described in Section 6.2.1.1 and

Section 6.2.1.2, respectively.

6.2.1.1 Standard Cell Timing Modeling

Standard cell timing models provide relatively accurate timing information for

different switching activities of the cell instances [107]. In liberty format (.lib),

there are look-up table based models called Non-Linear Delay Model (NLDM)

which specify the delay and timing checks for different cell timing arcs [108]. The

delay for these timing arcs depends on two variables:

• The capacitance load at the cell output pin

• The transition time (slew) of the signal at the cell input pin.

These two variables are independent and build up a two-dimensional look-up table

in the NLDM delay model. When calculating the delay values, two methods can be

applied: interpolation and extrapolation. If the input slew and output load are in the

range, then the interpolation is applied. Extrapolation is utilized when these two

variables are out of range, however, extrapolation has lower accuracy as compared

to the interpolation.

In one cell, for each pin, there are two tables for transition time: rise transition

and f all transition, and two tables for delay time: rise delay and f all delay. Fol-

lowing is an example of cell rise delay representation:
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// monolithic_3d_v2.lib:

timing() {

related_pin : "A";

timing_sense : negative_unate;

cell_rise(delay_template_10x7) {

index_1 ("0.006, 0.12, 0.24, 0.36, 0.48, 0.6, 0.72, 0.96,

1.08, 1.2"); /* input slew */

index_2 ("0.001, 0.005, 0.01, 0.05, 0.1, 0.5, 1"); /* output

load*/

values ( ... );

}

...

}

6.2.1.2 Standard Cell Power Modeling

Power is dissipated due to two components: active power and standby or leakage

power [109, 110]. The standard cell library includes both of these components for

each pin within the cells.

The switching activity induces the active power at the cell input pins and output

pin. Charging of the output load and the internal cell switching are two sources of

the active power.

Since the internal switching power depends upon the type of the cell, it is in-

cluded in the cell library [108]. Following is an example of the description of a cell
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internal power in the library:

// monolithic_3d_v2.lib:

internal_power() {

related_pin : "A";

rise_power(energy_template_10x7) {

index_1 ("0.006, 0.12, 0.24, 0.36, 0.48, 0.6, 0.72, 0.96,

1.08, 1.2"); /* input slew */

index_2 ("0.001, 0.005, 0.01, 0.05, 0.1, 0.5, 1"); /* output

load */

values ( ... );

}

...

}

Leakage power contribution is from two phenomena: subthreshold current and

gate oxide tunneling [111, 112]:

Pleakage = Psubthreshold +Pgate−leakage. (6.4)

The subthreshold MOSFET leakage power strongly depends upon temperature [113];

however, the leakage contributed through gate oxide tunneling is relatively insen-

sitive to temperature [114]. Standard cell library specifies leakage power for each

cell. An example of the leakage power specification in the library is provided below:

80



// monolithic_3d_v2.lib:

cell (INVX1) {

...

cell_leakage_power : 53.0162;

...

}

6.2.2 Thermal Analysis Flow

The proposed thermal analysis flow is introduced in this section. A brief intro-

duction of the thermal analysis tool used in this thesis, Manchester Thermal Ana-

lyzer (MTA) [6], is described in Section 6.2.2.1. The data flow and required files

are presented in Section 6.2.2.2.

6.2.2.1 Thermal Analyzer Introduction

There are several existing thermal analysis tools for 2D and 3D ICs [6], such

as HotSpot [115], 3D ICE [116], and 3D Thermal-ADI [117, 118]. However, some

of these tools focus only on linear representations and some of them rely on time-

consuming methods.

Manchester Thermal Analyzer (MTA) is a versatile, fast, and accurate tool for

thermal analysis [119]:

• It can analyze both the steady-state and transient thermal profiles.

• It supports both linear and non-linear models.
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Structure Definition

(.xml)

Mesh Generator

(.msh)

Heat Simulator

(based on FEM library)

Visualization

(optional, external)

Power Trace

(.ptrace)

Figure 6.1: The MTA flow with user-supplied input files highlighted in grey [6].

• It can compute highly accurate temperature profiles at near-optimal compu-

tational cost.

A flow chart of the simulation process of the MTA is shown in Figure 6.1. The

input documents for MTA are layer thickness file with related process informa-

tion, design exchange format (.def), library exchange format (.lef), liberty (.lib),

standard parasitic extraction format (.spef), static power trace and transient power

trace. Detailed introduction of thermal analysis data flow through MTA is discussed

in Section 6.2.2.2.
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Layer Name Thickness (µm)
metal10 2.0
metal9 2.0
metal8 0.82
metal7 0.82
metal6 0.29
metal5 0.29
metal4 0.29
metal3 0.12
metal2 0.12
metal1 0.12
poly 0.085

inter tier dielectric 0.1
metal2 btm 0.12
metal1 btm 0.12
poly btm 0.085
substrate 1.0

Table 6.1: Layer thicknesses in proposed monolithic 3D technology.

6.2.2.2 Thermal Analysis Data Flow

The MTA provides an entirely programmed 3D mesh generation tool. This

generator can create the mesh by parsing the bounding box of the integrated circuit

from the XML file [6, 106]. Thickness information of each layer is required in

the XML file. Thickness information for each layer in proposed monolithic 3D

technology is provided in Table 6.1.

The mesh generator creates the computational mesh of the related design. The

initial mesh does not have any hanging nodes, and its development depends on

the circuit topology [6]. Figure 6.2 is an example of ISCAS’89 benchmark circuit

s27 [120] in the computational mesh of the XY plane generated by MTA mesh

generator.
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Figure 6.2: Computation mesh of ISCAS’89 s27 generated by MTA.
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Design Exchange Format (.def) is usually generated by Place and Route tools

for post-layout analysis [121]. It is used to present the physical layout of the IC,

and it can be used along with Library Exchange Format (.lef) file to represent the

complete circuit layout design.

Library Exchange Format (.lef) file provides information of the technology, such

as the metal layer, via layer information and via generation rules. It is the abstract

view of standard cells, which includes PR boundary, pin position, and metal layer

parasitic impedance data. Liberty (.lib) file contains cell-specific power and timing

data, as described earlier.

Standard Parasitic Extraction Format (.spef) has the description of parasitic in-

formation of a design in an ASCII exchange format. It is primarily used to pass

parasitic information from one tool to another tool [108].

Static power trace and transient power trace are generated through different

flows:

• Static power trace generation design flow has been described in Chapter 3.1.2:

RLT-level benchmark circuits are synthesized through synthesis tools such as

Cadence Genus [122] or Synopsys Design Compiler [62] after linking the

design to the standard cell library. A gate-level netlist of the design can be

generated. This netlist will be the input to the next design step: Place and

Route. After place and route, the detailed routed netlist and the .spef file of

the design which contains extracted parasitic impedance data is generated for

static timing analysis, as shown in Figure 6.3.

• Transient power analysis flow is shown in Figure 6.4. Procedures before

Place and Route are the same as the static power design flow. The routed
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Place and Route

netlist.v .spef constraint

Static Power Analysis

Figure 6.3: Static power analysis data flow.

circuit netlist and the extracted parasitic data can be collected after place and

route process. A timing constraint for post-layout level design is required at

this stage for timing closure. The output of static timing analysis will be a

Standard Delay Format (.sdf) file which describes the timing information and

constraints. A Value Change Dump (.vcd) file is generated after gate-level

simulations. A .vcd file contains a series of time-ordered value changes for

the signals in a given simulation model [123, 124]. There are four sections in

a .vcd file: header section, variable definition section, $dumpvar section and

value change section. After running PrimeTime PX [125], a .fsdb waveform

file can be generated. The timing and power information for each cell are

included in this file. The data can be exported to column based (txt, excel)

format by waveform viewer such as Synopsys Waveview [126]. An example
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Static Power Analysis
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Gate-Level Simulations
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Transient Power Analysis

.fsdb Power Report

Waveform Viewer

.txt/.cvs format

testbench.v

Library.v

Figure 6.4: Transient power analysis data flow.
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Figure 6.5: Transient power waveform of AES128.

of transient power data from .fsdb file is shown in Figure 6.5. The X-axis

represents the timing information, and the Y-axis represents power data of

one datapath.

6.3 Simulation Results

The test cases introduced in this work are 128-bit encryption core AES128 and

a 128-point FFT core FFT128 with testbenches for static and transient analysis.

FFT128 has been introduced in Chapter 3 in detail. AES (Advanced Encryption

Standard) is a specification for electronic data encryption published by American

National Institute of Standards and Technology (NIST) in 2001 [127–129]. It de-

scribes a symmetric-key algorithm where the block size of AES is restricted to 128

bits and the key size can be 128, 196 or 256 bits.
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Operating Frequency 250 MHz

Circuit Design Style
Footprint Change Wirelength Change

(mm2) (%) (µm) (%)

AES128
2D 0.914 - 4,870,687 -
3D 0.568 -37.9 4,027,709 -17.3

FFT128
2D 2.54 - 11,161,750 -
3D 1.71 -32.7 8,546,622 -23.3

Table 6.2: Comparison of footprint and wirelength in 2D with 14 routing tracks
and monolithic 3D technologies with 9 (Mono3D) routing tracks in each 3D cell,
operating at 250 MHz. The percent changes with respect to 2D cells are listed.

Simulations results of footprint and power for AES128 and FFT128 are de-

scribed in Section 6.3.1. Thermal analysis results are discussed in Section 6.3.2.

6.3.1 Footprint and Power

6.3.1.1 Footprint

The layouts of conventional 2D and monolithic 3D AES128 and FFT128 with

operating frequency of 250 MHz are shown in Figure 6.6. Footprint and overall

wirelength data of monolithic 3D and conventional 2D designs are listed in Ta-

ble 6.2. These results are also compared in Figure 6.7.

According to these tables and figures, monolithic 3D AES128 achieves a %37.9

reduction in chip footprint and %17.3 reduction in overall wirelength, and mono-

lithic 3D FFT128 achieves a %32.7 reduction in chip footprint and %23.3 reduction

in total wirelength as compared to their conventional 2D counterparts at operating

frequency of 250 MHz.
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6.3.1.2 Power

The power consumption of conventional 2D and monolithic 3D AES128 and

FFT128 is listed in Table 6.3. Three components of power consumption (internal

power, switching power, and leakage power) are provided. Because of the consider-

able reduction in overall wirelength in monolithic 3D designs, the switching power

is reduced by %27.7 for AES128 and %27.3 for FFT128 respectively at 250 MHz.

The overall power consumption is compared in Figure 6.8.
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Operating Frequency 250 MHz

Circuit Design Style
Power component (mW)

INT SWI (Change) LK Total (Change)

AES128
2D 0.63 0.65 (-) 0.03 1.31 (-)
3D 0.69 0.47 (-27.7%) 0.03 1.19 (-9.16%)

FFT128
2D 2.591 1.829 (-) 0.125 4.545 (-)
3D 2.884 1.329 (-27.3%) 0.126 4.339 (-4.53%)

Table 6.3: Comparison of power consumption in 2D and monolithic 3D technolo-
gies 9 routing tracks in each cell, operating at 250 MHz. INT, SWI, and LK refer,
respectively, to internal, switching (net), and leakage power.

6.3.2 Temperature

The steady-state temperature characteristics of conventional 2D and monolithic

3D technologies are shown, respectively, in Figure 6.9 and Figure 6.10. Results

show that the AES128 circuit based on the monolithic 3D technology saves 37.9%

of silicon area while the temperature is 2.3 ◦C higher than the conventional 2D

version. The FFT128 circuit shows 33% improvement in the area while the temper-

ature is 3.8 ◦C higher in steady-state and 2.1 ◦C higher in transient thermal analysis

with practical switching activities for 15 ms.

According to the above results, the temperature characteristics in monolithic

3D technology exhibit only slight increase as compared to 2D technology. This

relatively small increase is due to the higher power densities. Large temperature

difference is not observed between 2D and 3D implementations due to (1) the cross-

sectional thicknesses do not change significantly since the additional 3D process

layers are sufficiently thin, and (2) power is reduced by approximately 10% in 3D

implementations.
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(a)

(b)

Figure 6.9: Spatial temperature distribution of AES128 core in (a) conventional 2D
technology, (b) in transistor-level monolithic 3D technology.
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(a)

(b)

Figure 6.10: Spatial temperature distribution of FFT128 core in (a) conventional
2D technology, (b) in transistor-level monolithic 3D technology.
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6.4 Summary

In this chapter, an open-source monolithic 3D circuit process design kit is used

to develop a thermal analysis flow for monolithic 3D ICs. An existing thermal

analyzer based on the finite element method is used for GDS-level static and tran-

sient heat simulations. The test cases presented in this chapter are the AES128 and

FFT128 circuits with appropriate testbenches for steady-state and transient thermal

analysis.
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Chapter 7

Conclusions and Future Directions

The monolithic 3D technology is effective to reduce circuit footprint and power

dissipation. In this thesis, an open source transistor-level standard cell library for

monolithic 3D ICs, a routing congestion aware monolithic 3D transistor-level stan-

dard cell library, and a hardware-efficient logic camouflaging for monolithic 3D

ICs are proposed and all of the related automation files are made publicly available

to facilitate future research on various important aspects of 3D monolithic integra-

tion such as thermal integrity, design for test (DFT), and interaction between the

manufacturing/device development and the design process. These contributions are

summarized in Section 7.1. Several possible future works are discussed in Sec-

tion 7.2.

7.1 Thesis Summary

3D ICs have emerged as a practical solution to some of the critical issues en-

countered in planar technologies. An open source transistor-level standard cell
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library for monolithic 3D ICs is proposed in Chapter 3. Simulation results of a

large-scale FFT core demonstrate that the monolithic 3D technology can reduce the

footprint and overall power consumption by, respectively, 38% and 14%. The en-

tire proposed library and related files for tool integration are publicly available to

facilitate future research.

An open source routing congestion aware transistor-level monolithic 3D stan-

dard cell library is developed and integrated into a digital design flow, as described

in Chapter 4. Simulation results with the proposed cell library demonstrate that the

effect of routing congestion on timing characteristics is stronger in monolithic 3D

technology, where the cell-level number of routing tracks plays an essential role.

An optimum number of routing tracks exists that achieves the most significant im-

provements in both power and timing characteristics.

The security of 3D ICs has emerged as a fundamental issue due to the threats

from the globalized semiconductor supply chain. To thwart reverse engineering at-

tacks, circuit camouflaging is a useful technique. Therefore, a hardware-efficient

logic camouflaging method for monolithic 3D ICs is proposed in Chapter 5 to in-

vestigate the benefits provided by monolithic 3D technology in circuit camouflag-

ing. Simulation results demonstrate that the monolithic 3D technology is highly

effective in eliminating not only the area but also the power overhead of circuit

camouflaging at the expense of a slight degradation in timing characteristics.

Monolithic 3D integration is a promising technique to improve integration den-

sity. 3D ICs, however, suffer from more stringent thermal issues when compared

to equivalent implementations in traditional single-die technologies. Therefore, ef-

ficient analysis of thermal behavior for monolithic 3D integration is essential for

mitigating thermal issues. The results of Chapter 6 provide an overview of the heat
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dissipation to analyze thermal characteristics in monolithic 3D integration technol-

ogy. A thermal analysis flow for monolithic 3D ICs is introduced.

7.2 Future Directions

Future work includes a more in depth study of thermal issues in monolithic

3D ICs and comparison with conventional 2D technologies. The impact of several

physical design characteristics on temperature can be investigated such as power

distribution networks, cell placement density, MIV density, and number of routing

tracks. In terms of hardware security, the side channel resistance of monolithic

3D circuits can be studied. Another interesting direction is the investigation of

hardware Trojans that can span multiple tiers within a monolithic 3D circuit. All

of these future works should closely follow the latest developments in monolithic

3D process/manufacturing to ensure that the PDK is up to date and represents a

practical scenario.
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