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ABSTRACT have also been exploited in statistical static timing analysis pro-
cesses [7].

While the need for interdependent characterization and using
these interdependent timing constraints within the STA process have

fully exploit the capabilities offered by interdependence. This re- Eeen wetl)l understood [3(1_.7]';he Tignificlagce ?]f inlter_depenc(ijgncg
sult is due to the strong dependence of STA on the specific circuit, as not been investigated in deeply scaled technologies. A disad-

cell library, and operating frequency. Interdependence is evaluatedVantage Of. re!yjng only on STA s the inability to .a.ccurately eval-
in this paper for several technologies to determine the overall re- uate the S|_gn|f|cance of interdependence. Spg(_:lflc_ally,_ the results
duction in delay uncertainty rather than improvements in STA. The presented in [3] strongly depend upon the specific circuit and clock

increasing efficacy of interdependence in deeply scaled technolo-féauency. For example, while interdependence can significantly

gies is also demonstrated by investigating the effect of technology reduce timing _\/lolatlons In one circut, interdependence may not
scaling on interdependent timing constraints. be as efficient in another circuit with the same technology, produc-

ing inconsistent results. A different approach is proposed in this
paper where the ability of the interdependencdolerate varia-
1. INTRODUCTION tions and reduce delay uncertainity investigated rather than im-

Cell library characterization is a critical step in static timing anal- Proving timing analysis. This approach provides a more complete
yses (STA) of large scale integrated circuits [1,2]. Since an STA understanding of the efficacy of interdependence. Furthermore, the
tool relies on the data described in these libraries to analyze the€volution of interdependence with process technology is also inves-
timing characteristics of a circuit, the overall accuracy of STA is tigated to determine the effects of scaling on these interdependent
strongly dependent upon the accuracy of cell library characteriza- timing constraints.
tion. The rest of the paper is organized as follows. Background mate-

The setup and hold timesg., timing constraints, of a sequen-  ral reviewing the timing characteristics of a circuit and setup-hold
tial cell play an important role in the timing analysis process since interdependence is provided in Section 2. The problem is formu-
these timing constraints are used to determine whether a circuit canlated in Section 3. A procedure to reduce delay uncertainty and
proper|y operate at the required clock frequency. Previous wawk ha compensate for variations is described in Section 4. A case Study is
shown that the setup-hold times and CLK-to-Q delay of a sequen- presented in Section 5 to evaluate the significance of setup-hold in-
tial cell areinterdependeniB, 4]. An independentharacterization  terdependence to compensate for power supply variations for four
process may produce either optimistic or overly pessimistic STA technology generations. Finally, the paper is concluded in Sec-
results. Both cases should be avoided as the optimistic case cartion 6.
cause a circuit to fail whereas the pessimistic case unnecessarily
degrades circuit speed. 2. BACKGROUND

One of the challenges in interdependent characterization of tim- The timing characteristics of synchronous circuits are reviewed

ing _consFraints is computational_ comp_lexity since eac_h sequential in Section 2.1. Interdependent setup-hold times are summarized in
cellin a library should be extensively simulated to obtainGhe- Section 2.2

to-Q delay surfacg3]. The computational efficiency of interdepen-

dent setup-hold time characterization has been improved through2 1 Timing Characteristics of Synchronous
state transition equations [5, 6]. Interdependent setup-hold times Circuits

Interdependent setup-hold times are exploited duringdibsign
processto reducedelay uncertainty Considering this interdepen-
dence only during static timing analysis (STA) is insufficient to
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Figure 1: Simple synchronous circuit consisting of a combina- Tsl, min Ts: max >
tional logic and two registers. Setup time ()
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Figure 3: Linear approximation of the contour curve using two
pairs: (Tsmin, TH.max) @and (Tsmax TH,min)-
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T any pair in region 2 is invalid, as the pairs in this region are opti-
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(a) (b) Previous work has primarily focused on the timing analysis [3,4,
7] and characterization aspects of interdependence [5,6]. Consider
Figure 2: Interdependent setup-hold time characterization: (a) ~ Ing only STAresults, however, is insufficient to fully understand the
CLK-to-Q delay surface as a function of independently varying capabilities of interdependence. Interdependent setup-hold times
setup skew and hold skew, (b) The contour at 10% degraded ~ not only reduce pessimism in timing analysis, but also provide an
CLK-to-Q delay. opportunity to improve the tolerance of a circuit to process and

environmental variations. Investigating interdependence from this

perspective enhances the capability of interdependent timing con-
Ts is the setup time of the final register. Note that (1) determines Straints in reducing delay uncertainty. Furthermore, the dependence
the maximum speed of the circuit, making this inequality important 0f interdependence on technology is also investigated, demonstrat-

for the critical paths within a circuit. ing the increasing significance of interdependence in deeply scaled
The second inequality that needs to be satisfied is technologies.
Toi+To > Tor + T, 2
citio=lert i, @ 3 PROBLEM FORMULATION
whereTy is the hold time of the final register. This inequality  The contour curve illustrated in Fig. 2(b) can be approximated

guarantees that no race condition exists, the data is not latched a5 a linear line using two critical pairMSPandMHP. Note that

within the final register during the same clock edge. Note that (2) this approximation is valid since any point above the Cu'[m’in

is relatively more important for those timing paths where the data region 1, is a valid pair with some pessimism. An approximation

path delay is sufficiently small, such as a shift register or counter.  of the contour using two critical pairs is illustrated in Fig. 3 where
the pairsMSPandMHP are represented, respectively, agin,

2.2 Interdependent Setup-Hold Times Th,max) and Tsmax TH,min)-

Existing approaches to characterize the timing constraints of a According to (1) af‘d (2) and referring to Fig. 1, the delay of the
register,.e., setup and hold times in (1) and (2), assume these tim- data path should satisfy
ing constraints are independent [8]. This independent characteriza- Tei+Th —Tei < To, (3)
tion produces overly pessimistic results since the setup-hold times
are, in reality, interdependent [3]. An example of an interdependent i
setup-hold contour curve obtained from a clock-to-Q delay surface To < Ter+Tep— (Tei+Ts), “)
at a constant delay is illustrated in Fig. 2 [4]. In Fig. 2(a), the CLK- where (3) and (4) determine, respectively, the lower and upper
to-Q delay is obtained as a function of independently varying setup bounds of the data path delay.
skew and hold skews. Those setup and hold skews corresponding Characterization of the setup and hold times affects the design
to a specific per cent degradation in CLK-to-Q delay are extracted process by constraining the data path delgy The allowable
from this surface, representing a contour curve. Each (setup, hold)range ofTp is minimized if the pessimistic pailT§max TH,max
pair on this contour curve shown in Fig. 2(b) is a valid pair for the is used, causing the circuit to be overdesigned. Which specific
register. Multiple timing constraints therefore exist rather than a (setup, hold) pair should be chosen to design the circuit is unclear
single setup and hold time. As indicated in Fig. 2(b), a small setup even if the interdependence is known since multiple valid pairs are
time can be obtained at the expense of a large hold time. Similarly, available. For example, if the paifdmin, TH max iS used, the



lower bound constraint of the data path delay is difficult to sat-

isfy since the hold time is large. Hence, the data path delay should
be increased by inserting additional stages, dissipating unnecessary / \
power. Alternatively, if the pair{smax TH,min) is used, the upper

bound constraint on the data path delay is difficult to satisfy since [Increase in 3] [Decrease in g]

the setup time is large. Consequently, the data path delay should

be lowered by inserting an additional register to satisfy the target l l

frequency, alsc_) causing unnecessary power consumption. Further rdditonal s dditonal Slac

more, both pairsTgmin, TH,max) and Tsmax TH,min) exhibit low [ in hold Skewﬂ [ in setup Skewﬂ

tolerance to process and environmental variations since the range

of valid setup timegsmax— Tsmin and hold timesTy max— TH,min l l

is not exploited. [ Increase | ] [ Increase § ]
Itis therefore important to determine the appropriate (setup time,

hold time) pair during the design process that lowers power con- l l

sumption, satisfies the required delay, and increases the robustness Syv— Decrease T

of the circuit to achieve a higher tolerance to process and envi- [ {0 satisfy (%)] [ to satisfy (7)]

ronmental variations. This procedure exploits interdependence to

reduce delay uncertainty, as described in the following section. \ /

4. REDUCING DELAY UNCERTAINTY < Reduced delay uncertaiiy

A procedure to reduce delay uncertainty and compensate for
variations is described in Section 4.1. The amount of compensation Figure 4: Flow diagram to reduce delay uncertainty by exploit-
achieved by the proposed technique is determined in Section 4.2. ing interdependent setup-hold times.

4.1 Procedure to Reduce Delay Uncertainty Hold “Ame (®)

For a critical path, an increase in the delay of a data pdth (Ts, mig TH, mid
due to variations causes the frequency to be decreased to satisfy
(4). This increase in the data path delay produces additional slack
in (3),i.e, hold skew. This additional slack in the hold skew can be
exploited to increase the hold time in (3) &Y o1 WhereATyg1g =
ATp. An increase in the hold time enables a decrease in the setup
time byATs = f~1(ATw) due to the interdependence, as illustrated TH, min |---®

TH, max

in Fig 3. The effect of the variationg., the decrease in frequency,
can therefore be compensated by exploiting a lower setup time.

Similarly, for a timing path sensitive to a race condition, referred T T >
to as ashort path a decrease in the delay of the data pati\biy S, min S, max
can cause a hold time violation. Since the delay of the data path Setup time ()

is reduced, any additional slack in (4., setup skew, can be ex-

ploited by increasing the setup time Afs whereATs = ATp. An Figure 5: A data path designed at the pair (Tsmid, TH.mid)

increase in the setup time supports a decrease in the hold time byachieves the highest tolerance to variations.

ATy = f(ATs), potentially resolving the violation. The delay un-

certainty due to a variation is therefore reduced by exploiting inter-

dependent setup-hold times. This procedure is summarized in the As described in Section 3, the specific (setup, hold) pair used

flowchart depicted in Fig. 4. to determine the data path delay can lower the power consump-
Note that the variation in the delay of the clock launch path tion while satisfying the target frequency and achieving a higher

ATci and clock capture pathTct is assumed in this approach to  tolerance to variations. The middle point of the setup-hold line

be equal. For those cases where this assumption is not accurate(Ts mig, Tn mig) results in a highest tolerance since the setup and

the variation in the delay of the clock path may either enhance or hold times exhibit the maximum flexibility to variations, as illus-

degrade the delay uncertainty depending upon the sig\Tef — trated in Fig. 5. Note that in this case, the data path should be

ATci, as described in the following section. designed to ensure that the delay of the data path satisfies both (3)
. and (4), specifically when the setup time and hold time are, respec-

4.2 Amount of Com pensation tively, Tsmig andTy mig. This technique is analogous to clock skew

The compensation in delay variation (or the reduction in delay optimization techniques proposed in the mid 90’s where the circuit
uncertainty) is dependent upon three primary factors: (a) the rangeis designed at the middle of the clock skew range among possible
of the valid setup timeSs; and hold timesTy , (b) the specific skew values (referred to as the permissible range) to maximize the
(setup, hold) pair used in (3) and (4) to determine the data path tolerance of a circuit to variations [9, 10].
delay, and (c) the effect of the variations on the clock launch and  The amount of variation tolerated by this methodology is also
capture paths,e., the clock distribution network. dependent upon the variation in the delay of the clock launch path

If a register has a greater range of valid setup times and hold AT¢; and clock capture pathTcs. Specifically, if AT = ATct,
times, this register is more effective in reducing delay uncertainty. i.e., constant clock skew, these variations compensate, maintaining
Note however that this type of register may exhibit other tradeoffs the validity of the proposed algorithm. In this case, the variation in
such as higher power consumption and CLK-to-Q delay. the delay of the clock paths does not affect the amount of tolerance.
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Figure 6: Target clock frequency for each technology node.
Higher frequencies represent the upper bound of the frequency
while the lower frequencies represent the lower bound of the
frequency.

If howeverATg; > ATc s, less variation can be tolerated by a critical
path since the delay of the clock launch path is increased, delaying
the data signal from leaving the register. For a short path, however,
additional variation can be tolerated.

Alternatively, if ATcs > ATgj, additional variation can be tol-
erated for a critical path since the clock launch path is relatively

faster than the clock capture path. For a short path, however, less

variation can be tolerated.

5. CASE STUDY

The efficacy of setup-hold time interdependence to compensate
power supply variations is evaluated in this section. Note that power
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Figure 7: Interdependent setup-hold time characteristics for
four technologies.
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Figure 8: Ratio of the range of valid setup timesTs, to the clock
period Tcp.

supply noise is considered here as an example to demonstrate the

significance and utility of the setup-hold interdependence. Other
factors that introduce delay uncertainty such as process and temper

ature variations can also be considered to evaluate the significance

of setup-hold interdependence.

Four CMOS technology generations are considered: 180 nm,
90 nm, 65 nm, and 45 nm. An industrial model is used for the
180 nm, 90 nm, and 65 nm CMOS technologies. For the 45 nm
CMOS technology, a predictive model is used [11]. Two clock
frequencies are considered for each technology based on the dat
published in [12], as illustrated in Fig. 6. Higher frequencies repre-
sent the upper bound on the frequency while the lower frequencies
represent the lower bound on the frequency.

The interdependent setup-hold time characteristics for each tech-

nology is described in Section 5.1. The dependence of these char-
acteristics on process technology is also discussed. The variation

in the delay caused by the power noise is quantified as a function
of technology in Section 5.2. Finally, the efficacy of setup-hold
time interdependence in tolerating this delay variation is evaluated
in Section 5.3.

5.1 Interdependenttsvs Ty Relationship

A master-slave type, rising edge triggered register is used to il-
lustrate theTg vs. Ty relationship for each technology node. The
register has been simulated to obtain the critical setup-hold pairs,
where the signal transition times are assumed to be 10% of the
clock period. TheTs vs. Ty relationship for each technology is

illustrated in Fig. 7. Each line can be represented as

180 nm:Ty = —0.386Ts+ 72.839 for 41< Ts < 180,
90 nm: Ty = —0.494Ts+ 65.32 for 33< Tg < 125
65 nm: Ty = —0.269Ts+ 33.255 for 258 < Ts < 110,
45 nm:Ty = —0.123Ts+ 16.202 for 154 < Tg < 98,

®)
(6)
@)
®)

here each range is in picoseconds. The range of valid setup times

sr = Tsmax— Tsmin and range of valid hold timeB = Ty max—
Th,min Scale with technology, as shown in Fig. 7. These critical
points, CLK-to-Q delay of the register, and power supply voltage
are listed in Table 1 for each CMOS technology.

Note the behavior ofs; = Tsmax— Tsmin (range of valid setup
imes) as a function of technology. The ratio of the range of valid
setup times to the clock periodd;/Tcp) increases as the tech-
nology advances, as illustrated in Fig. 8. Specifically, for the 45
nm CMOS technology, the range of valid setup times is approx-
imately 20% of the clock period at lower frequencies. At higher
frequencies, this ratio increases to 35%. The interdependence of
the setup-hold times is therefore more able to tolerate variations
in deep submicrometer technologies, where the difference between
the maximum and minimum setup time is a significant fraction of
the clock period.

!

5.2 Delay Variation due to Power Noise
The effect of power supply variationsg., power noise, on delay



Table 1: Power supply voltage, clock-to-Q delay, and critical pointdsmin, TH,max Tsmax TH,min, Tsr, @and Ty r for each technology.

CMOS VDD ClOCk'tO'Q d6|ay TSmin TH.max TSmax THAmin TSr THAr
Technolo
YW (ps) (s) | (ps) | (ps) | (ps) | (ps) | (ps)
180 nm 1.8 172 41 57 180 33 139 | 53.7
90 nm 1.2 86.4 33 49 125 35 92 455
65 nm 1.1 57 25.8 26.3 110 3.6 84.2 | 22.7
45 nm 1.0 29.8 15.4 14.3 98 4.1 82.6 | 10.2
160 T 60 T
Increase in data path delay ATD -©-Decrease in data path delay ATD (ps)
140} at higher frequencies (ps) 1 501 E\ g Valid range of hold times TH . (ps)
Increase in data path delay ATD 3
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-Valid range of setup times T, _(ps) 40r
100r
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Technology (nm) Technology (hm)

Figure 9: Comparison of the increase in the delay of a criti- Figure 10: Comparison of the decrease in the delay of a short
cal data path with Ts; to evaluate the efficacy of exploiting the path with Ty r to evaluate the efficacy of exploiting the interde-
interdependence relationship. pendence relationship.

is evaluated in this section. These variations are compared with the . . .
range of valid setup time&s, and hold timesTy, , thereby deter- Note that the difference between the range of valid setup times
mining the ability to exploit this interdependence to reduce delay &nd variation in delay is larger at higher frequencies since the delay
uncertainty. The clock period corresponding to each technology is Of the data path is lower for these frequencies. Exploiting the in-
determined from Fig. 6. A critical path is designed for each tech- terdependence relationship is therefore more effective in reducing
nology to evaluate the efficacy of exploiting the interdependence the delay uncertainty of a critical path operating at higher frequen-
relationship in compensating for a drop in the power supply volt- Cies. Also_ note that the absolute variation in delay due to power
age. Identical inverters are used in the combinational circuit. A SUPPly noise somewhat saturates beyond the 130 nm technology
specific number of inverters is inserted between the initial and final Node. This behavior is primarily due to the use of multicore pro-
register until the delay of a data path satisfies (4). cessors where the increase in clock frequency is relatively low, as
A short path can also be generated by abutting the registers. Thisillustrated in Fig. 6. ) . .
short path is designed to evaluate the efficacy of exploiting the in-  For a short path, the range of valid hold times is larger than the
terdependence relationship in compensating for an increase in thedecrease in data path delay for each technology, as illustrated in
power Supply V0|tage since an increas&/m reduces the de|ay of Flg 10. The difference between these two VaIUeS, hOWeVer, de-
the data path. creases for more deeply scaled technologies. For a short path,
These long and short paths are simulated with SPICE, where thetherefore, the interdependence relationship is more effective in re-
power Supply V0|tage is varied by 10%. Speciﬁca”y7 for a |0ng dUCing delay U-r?certainty in Old_el’ technologies. Thls be‘-haViOr -is
path, the power supply is decreased by 10% while for a short path, due to the S|gn|f|qant decrease in the range of valid hold times with
the power supply is increased by 10%. The corresponding variation Scaled technologies. _ )
in the delay of the data path is determined by SPICE simulations for ~ The procedure described in Section 4 has been performed on
each technology. These variations are compared with the range of20th long and short data paths. Note that these data paths are de-
valid setup timeds, and hold timesTy ,, respectively, in Figs. 9  Signed at the middle poirfTsmid, Th mid) Of the interdependent

and 10 to evaluate the efficacy of exploiting the interdependence Seétup-hold line. For example, for the 90 nm CMOS circuit oper-
relationship, as described in the following section. ating at 3.2 GHz, the delay of the worst case data path increases

by 23.7 ps due to a drop in power supply voltage. The hold time
. - of 26.3 ps is increased by 23.7 ps to 50 ps. Since 50 ps is larger
5.3 Compensation of Delay Variations than the maximum hold time at this technology, the hold time is
As illustrated in Fig. 9, the interdependence relationship can be increased to 49 ps. An increase in the hold time enables a decrease
used to compensate for delay variations since the range of validin the setup time from 79 ps to 33 ps, tolerating 46 ps of delay un-
setup times is higher than the increase in the data path delay exceptertainty. Note that this delay uncertainty is larger than the initial
for the 180 nm CMOS technology operating at 600 MHz. At this variation of 23.7 ps, achieving about 100% delay compensation in
frequency, the delay of the data path is relatively large, causing athe critical path.
higher absolute variation in the delay. Similarly, for a short path, the decrease in the delay of the data



(3]

Table 2: Compensation of delay uncertainty caused by power
noise for a critical data path.

Critical data path

Tec(m”lo)logy (Tst, Tha) Frequency| ATp (Ts2, TH2) Compen-
(ps) (GHz) (ps) (ps) sation (%)
iomm | 05,309 15 | 573 ((211277)) Eas “
som | e.263) |32 [ BTL GG 100
65nm | (67.9,14.9) 5 e 822 5223 595
s | eersa) [ 22 [ EE LGSRl )

Table 3: Compensation of delay uncertainty caused by power
noise for a short path.

(6]

Short path
Tec(m’)'ogy T Tan) | ATo | (Te.Taz) | Compensation
(ps) (ps) (ps) (%)
180nm | (110.5,302)] 17 | (1275, 7.0) 718
90 nm (79,263) | 8.1 | (87.1,223) 50
65nm | (67.9,14.9) | 5.9 | (738, 13.4) 262 [7]
25 nm (56.7,92) | 28 | (595,8.9) 10.7
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path is 8.1 ps. The setup time can therefore be increased from 79 ps

to 87.1 ps. The corresponding hold time is therefore reduced from
26.3 ps to 22.3 ps, as determined by (6), tolerating 4 ps of delay
uncertainty. Since the variation in the delay of the data path is 9]
8.1 ps, interdependence can compensate approximately 50% of the
delay uncertainty of a short path. The results of this procedure for
other technology nodes are listed in Tables 2 and 3 for, respectively,

a worst case data path and a short path. [10]
As listed in Table 2, delay uncertainty caused by power supply
noise in a critical data path can be compensated by up to 100% at
higher frequencies. At lower frequencies, more than 80% compen-
sation is achieved in the more deeply scaled technologies. Alter-
natively, as listed in Table 3, for a short path, the compensation is
lower due to the relatively smaller slope of the functign= f(Ts)

as compared ts = f~1(Ty), as illustrated in Fig. 7.

[11]
[12]
6. CONCLUSIONS

The efficacy of interdependence in reducing delay uncertainty is
investigated for four CMOS technologies. The proposed approach
provides enhanced understanding of the capabilities provided by
setup-hold interdependence, thereby overcoming the limitations of
only considering STA. A case study is presented where the efficacy
of setup-hold interdependence in reducing delay uncertainty due to
power supply noise is demonstrated.
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