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Abstract of the Thesis

Lightweight Encryption for Resource-Constrained Systems

by

Bryan Moy

Master of Science

in

Electrical Engineering

Stony Brook University

2020

Resource-constrained systems such as the Internet-of-things based devices

have become increasingly more common. Each functionality within these sys-

tems needs to be optimized for power consumption. One such functionality is

encryption to satisfy security and privacy concerns.

A lightweight SIMON cipher core was developed in 0.5µm CMOS tech-

nology targeting resource-constrained systems such as RFID applications and

wireless sensors. The design employs a round-unrolled serial-to-parallel ar-

chitecture to improve throughput while not compromising the benefits of low

power consumption and area. The design was first verified via simulations.

It was then fabricated and experimentally tested with a custom printed cir-

cuit board (PCB). The fabricated chip dissipates an average power of 1.03mW

during encryption, achieves an encryption efficiency of 3.29Kb/sec/µW and

consumes an area of 850µm×850µm.

In the second part of the thesis, a primary building block of advanced

encryption standard (AES) based cipher, substitution-box (S-Box), was in-

vestigated using Fermat’s Little Theorem. It was compared against a more

common lookup table based implementation of the S-Box in both FPGA and
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ASIC platforms. Using a computed Galois-Field Arithmetic based S-Box value

(as opposed to traditional lookup table) exhibited promising characteristics in

higher performance systems since it could achieve higher throughput and op-

erating frequency. Several different implementations of these designs were

explored to assess their characteristics in terms of power, area, and through-

put.
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Chapter 1

Introduction

With tremendous growth of the Internet-of-things (IoT) and increasing inter-

connectivity of devices and networks, the amount of sensitive data traffic has

significantly increased. With networking starting to be present on everyday

devices and appliances, there are growing concerns related to security and pri-

vacy [1]. The advanced encryption standard (AES), developed in 2001 by the

National Security Agency (NSA), has been used for the better part of previous

two decades as the standard/basis for securing wireless data. AES, however, is

not sufficiently applicable to highly resource-constrained systems with energy

harvesting due to high overhead in both power consumption and area.

Resource-constrained systems that transmit sensitive data have two pri-

mary security requirements: (a) efficient and lightweight encryption and (b)

protection against possible attacks on the encrypted data. SIMON is a lightweight

encryption algorithm that was also developed by NSA [2]. SIMON is designed

to minimize power usage and latency while also providing a sufficient layer

of security. It is a configurable algorithm depending upon the desired secu-

rity level of the application. Low overhead in terms of both power and area
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makes SIMON a strong candidate for energy harvesting applications [3, 4, 5,

6, 7, 8]. For example, an AC computing methodology was proposed to facil-

itate SIMON-based lightweight encryption for wirelessly powered devices [8].

Emerging technologies such as monolithic 3D integration were also leveraged

to assess bit-serialized implementations of SIMON [9, 10, 11, 12, 13].

With the exchange of sensitive information, it has been highly critical to

protect these systems against malicious attacks. On the hardware side, these

attacks are often in the form of side-channel analysis based attacks [1, 14].

A side-channel attack can retrieve the secret key in encryption ciphers us-

ing leaked information from the encryption hardware such as the power con-

sumption, electromagnetic radiation, thermal emissions, or even acoustic sig-

nals [15]. Correlation power analysis (CPA) is a common form of side-channel

analysis attack that can be performed on encryption hardware to retrieve secret

key in a relatively short amount of time (assuming an unprotected cipher) [14].

The primary objectives of this thesis are (1) to develop a prototype of a

low power SIMON core with application to resource-constrained systems such

as RFID circuits and wireless sensor networks, (2) experimentally analyze the

characteristics of its power profile under a typical power-based side-channel

analysis attack, (3) and explore several substitution-box (S-Box) based AES

algorithms/topologies for encryption. The rest of the thesis is organized as

follows. Chapter 2 provides the background of existing encryption algorithms

considered in this work and the challenges related to hardware implementa-

tion. It also discusses the basis for side-channel vulnerabilities and methods

to exploit them to retrieve the secret key. Chapter 3 discusses the SIMON en-

cryption algorithm and a test chip of an implemented design in 0.5µm CMOS

technology. There is also an assessment of a side-channel attack in hardware

and the methodology used to attack the aforementioned SIMON implementa-
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tion. Chapter 4 discusses typical implementations of an AES S-Box and com-

pares several different hardware implementations including the quantification

of ASIC vs. FPGA tradeoffs. Finally, the thesis is concluded in Chapter 5.
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Chapter 2

Background

2.1 SIMON Encryption Algorithm

SIMON is a lightweight Feistel block cipher that was developed by the National

Security Agency (NSA) in 2013, as detailed in [2]. SIMON is an attractive

encryption algorithm because of its simpler set of operations compared to

more complex algorithms such as AES, making it more applicable to resource-

constrained systems that rely on energy harvesting.

SIMON also has multiple available configurations for variable degrees of

security (depending on the application). Furthermore, SIMON can be imple-

mented in varying forms of parallelism ranging from a bit-serialized imple-

mentation (least hardware resources) to fully parallel unrolled system (most

hardware resources).

The encryption has an n-bit word plaintext (2n-bit block; XLR) and an

m-word key (mn-bit block; Ki). These different variations of SIMON algo-

rithm/cipher are represented as SIMON 2n/mn. The cipher is comprised of a

round function and key expansion. The design discussed in this thesis is an
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Figure 2.1: Round function

implementation of the SIMON32/64 configuration where n = 16 and m = 4.

The round function is a set of rotate-left (denoted by Sn where n is the

number of rotations), XOR and AND operations defined by the following equa-

tion,

f(XL, XR, Ki) = [S1(XL)&S8(XL)] ⊕ S2(XL) ⊕XR ⊕Ki, (2.1)

where XL represents the higher significant bits of the plaintext, XR represents

the lower significant bits of the plaintext and Ki represents the key bits for

that round. Round encryption is performed through the 3 left-rotates (Sn), 3

XORs and a single AND operation per bit, as shown in Fig. 2.1.

The key length determines the security strength of a given cipher. The key

in SIMON is an mn-bit block seed used to generate keys for the remaining

rounds. The key for SIMON can be configured with 2, 3 or 4 blocks. The seed

is 4× 16-bit blocks that generate a key schedule for the remaining 28 rounds

of encryption for a total of 32 rounds of encryption. The key expansion is

performed through 2 right-rotates (S−n) and 5 XORs per bit, as illustrated in
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Figure 2.2: Key expansion with m = 4

Fig. 2.2. Constant C and Z bits are used by the key expansion to eliminate

slide properties and circular shift symmetries [2].

The key schedule is generated by the following key expansion function,

Ti = S−3(Ki+3) ⊕Ki+1, (2.2)

Ki+4 = Ki ⊕ (Ti) ⊕ S−1(Ti) ⊕ Ci ⊕ Zi. (2.3)

For i = 0 until i = 28, corresponding indices from C and Z constants are used

for the key expansion.

An interesting feature of SIMON is its flexibility in folding and unfolding in

multiple dimensions. For example, a single round operation can be performed

on a subset of bits or in bit-serial form. Each of the n rounds can be designed

to compute a subset or all of the 32 encryption rounds at once through varied

levels of parallelism.
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Figure 2.3: 256-entry S-Box

2.2 Advanced Encryption Standard (AES)

Introduced in 2003 and detailed in [16], AES has become one of the most

widely used encryption algorithms. An intermediate step of the algorithm

uses a lookup table (LUT) referred to as substitution-box (S-Box) as part of

its encryption. This S-Box represents a mapping of an 8-bit byte to a new

value. The contents of the 256-entry S-Box are affine transformed multiplica-

tive inverses in a Galois Field for all of the 256 input combinations [16]. An

efficient implementation of the S-Box step of AES is required since it typically

consumes 80% of the area and account for 50% of the propagation delay [17].

These substitute values (as shown in Fig. 2.3) can be obtained by manually
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computing them in a finite-field from the input or through a ROM based LUT.

Some of the common implementations for finding the multiplicative inverse

in a Galois Field include: LUT [18], Fermat’s Little Theorem (FLT) [19],

and the Extended Euclidean Algorithm for Greatest Common Divisor (EEA-

GCD) [20].

Since the S-Box is computationally expensive to compute in a finite-field,

it is often implemented as a LUT. In this form, the S-Box is a weak point

for the encryption in terms of side-channel security because of its direct map-

ping of input to output value. Analysis of the clock cycle where the S-Box

lookup occurs can be used to exploit the leaked power characteristics of the

circuit [21]. Some implementations such as EEA-GCD have variable run time,

making it susceptible to timing based side-channel attacks [20]. In chapter

4, an implementation of Galois Field Arithmetic (GFA) using Fermat’s Little

Theorem (FLT) is demonstrated.

2.3 Correlation Power Analysis Attacks

When an encryption is performed, conceptually there is only the key, input

plaintext and output ciphertext. However, other distinctive traits of an en-

cryption hardware are present during its operation. Electromagnetic fields

[22], temperature [23], timing [14] and power consumption [14] can all be ob-

served and measured for different inputs. These unintended side-effects are

often called side-channel leakage, and can be exploited to retrieve secret key

bits of the encryption algorithms via various statistical analyses. In recent

years, interest has risen in the study of these side-channel attacks and the de-

fense mechanisms (countermeasures) to protect the encryption circuits against

these attacks [14].
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In correlation power analysis attacks, by leveraging the statistical concept

of correlation, an attacker can input a plaintext of their choice for encryption

(with the unknown secret key) while recording the current/power drawn from

the device under attack. After capturing a large number of power traces

(typically in the range of several to tens or hundreds of thousands), an attacker

can potentially correlate the measured results at a given time instance against

another set of results obtained with specific key guesses [24]. The Pearson

correlation coefficient is used as a metric to find a correlation value for two

data sets X and Y between -1 and +1, where a correlation value of +1 indicates

a positive and linear relationship, -1 is a negative linear relationship, and 0

indicates that there is no linear correlation. The Pearson correlation coefficient

is determined by the following equation,

ρ(X, Y ) =
Cov(X, Y )√
Var(X)Var(Y )

, (2.4)

where covariance function Cov and variance function Var refer, respectively

to,

Cov(X, Y ) = [([X− E[X]) · (Y − E[Y])], (2.5)

V ar(X) = E[([X− E[X])2], (2.6)

where E[X] and E[Y ] refer, respectively, to the expected value for given sets X

and Y . For a correct key guess, we can expect a higher correlation between the

power drawn at a given moment and the Hamming distance associated with it.

Hamming distance is defined as the number of 0-to-1 or 1-to-0 transitions from

one data to another. For transitions of 0-to-1, there is a linear and positive

relationship between power dissipation and setting of the bits. With a given

key guess, a plaintext is transformed from one state to a next, and therefore
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has a corresponding Hamming distance that can be used for CPA attack.

In encryption algorithms such as AES and SIMON, the plaintext is trans-

lated from its initial value into some partially encrypted value (intermediate

state). This process is repeated for a given number of rounds until the data

is fully encrypted. Using correlation, an attacker captures some number of

power traces for a given plaintext at an intermediate state and correlates it to

all possibilities of a key or sub-key. The correlation is seen through the num-

ber of bits switching from one round to the next (i.e. Hamming distance) and

their key guesses. Once a sufficient number of power traces has been acquired,

a Pearson correlation coefficient can be used to confirm the key guess as the

correct key. Unlike a brute force attack, these sub-key guesses can exist within

216 or less, making it feasible to retrieve key bits in some cipher implementa-

tions within minutes [14, 25]. In the case of SIMON32/64, there are 264 key

guesses for its 64-bit key in brute-force attacks, but successfully attacking a

sub-key of size 4-bits could be as few as 256 key guesses (when applied to all of

the 16-subkeys) as in [26], which is 17 orders of magnitude fewer key guesses

than a brute force attack.

There have been successful attacks on bit serialized forms of SIMON with as

few as 1,300 traces [26]. For more parallel systems, 16-bit and 64-bit data paths

were attacked, but as parallelism increased, so did attack complexity, failing to

retrieve the key even at 500K traces. Fully unrolled implementations are not

suitable for lightweight hardware despite their advantages in computational

acceleration. Options such as unrolling 7 rounds into cascaded encryptions

(reduced cycle) have demonstrated promise as a compromise in performance

for better security [26].

Bit-serial implementations are highly susceptible to this kind of attack be-

cause of the lack of other parallel switching elements that diffuse the encryp-
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tion side-channel leakage such as power consumption (signal-to-noise ratio is

reduced as the number of elements switching at a given time increases). For

example, in [26] and [27], hundreds of thousands of traces are needed to retrieve

the key bits. When parallelism is implemented in some degree, the bits flip-

ping are layered, and therefore more noise from peripheral circuits are present

in the system. Thus, signal-to-noise ratio drops to a point where correlation

is too low to measure the power at a distinct location reliably and repeatedly.

To mitigate this issue, an attacker can increase the number of key bits they

attack for correlation, but this approach assumes the added key bits being

guessed switch at the same time. It also increases the complexity of sub-key

guesses to a magnitude where it is effectively not feasible (similar to a brute

force attack) [26].

In modern countermeasures against side-channel attacks, masking circuits

or varied architectures that do not compromise system operation or efficiency

are adopted. An example for masking is described in [28]. Another approach

described in [26] leverages SIMON’s flexible configuration schemes to mitigate

these side-channel leakages.
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Chapter 3

Hardware Realization of

Lightweight SIMON Core

3.1 System Architecture for SIMON 32/64

The SIMON algorithm can be implemented with various levels of paralleliza-

tion, ranging from bit level serial operation to full encryption level parallelism,

depending on application and related constraints on hardware overhead and

performance. This thesis is focused on the implementation of a round-parallel

based architecture, offering higher throughput than the bit-serialized architec-

ture at the expense of greater power consumption and area, but not as costly

as a fully unrolled pipelined parallel implementation. Thus, it is an intermedi-

ate level of parallelism that strikes a reasonable balance between performance

and overhead. A top-level view of the system is shown in Fig. 3.1. The

plaintext is stored in 32 D flip-flop (DFF) based registers and the key is stored

in 64 DFF based registers for a total of 96 storage elements. The design takes

in key and plaintext data through a serial interface and into a first-in-first-out

12



Figure 3.1: Top-level design with the proposed round-parallel based architec-
ture

Figure 3.2: Interlaced MUX register scheme
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(FIFO) register. Here, it performs encryption at the round level (32-bit par-

allelism). 2-1 MUX has been interlaced into the registers storing the plaintext

and keys to change data flow to the parallel setup after the initial inputs have

been imported serially (see Fig. 3.2).

The circuit requires the following clock cycles to perform 32-bit serial en-

cryption:

• 64 cycles to import plaintext (PT) and key

• 32 cycles to encrypt

• 32 cycles to export ciphertext (CT)

In ENCRYPT mode, 32 plaintext registers drive the encryption hardware

which replaces the previous state. The key scheduling is performed using

a similar scheme. After 32 clock cycles, the plaintext is fully encrypted and

the select inputs for the MUX revert to a shift-out FIFO state. The ciphertext

is then shifted out serially. A control unit comprised of a 7-bit counter and

decoders determine the data flow for key scheduling and round encryption.

The timing characteristics of the entire process and the operating modes are

illustrated in Fig. 3.3 and listed in Table 3.1.

14



Figure 3.3: System operating regions illustrating the number of clock cycles for each region

CLK Counter Round MUX Mode Key MUX Mode Description

0 FIFO FIFO Import plaintext (PT) and key
32 IDLE FIFO Finish storing PT, Store second half of key
64 ENCRYPT ENCRYPT Key is stored, begin encryption
96 FIFO FIFO Finished encryption, serially shift out ciphertext (CT)
128 FIFO FIFO CT sent out and system is reset

Table 3.1: Description of the system operating modes

15



Description Bit-Serial Parallel Round-Parallel (proposed)

Pins Pins Pins
VDD 1 1 1
VSS 1 1 1
CLK 1 1 1
RESET 1 1 1
Plaintext 1 32 1
Key 1 64 1
Ciphertext 1 32 1
Total 7 132 7

Table 3.2: Number of IO pins needed for varying levels of parallelism

Fully serial or fully parallel implementations have appealing attributes for,

respectively, hardware cost and execution time, but their limitations make

these approaches impractical in many applications. For example, a fully par-

allel version of SIMON would have a significant number of IO ports that many

systems many not be able to utilize. It also has a large footprint since a

separate encryption block is needed for all of the 32 bits of all 32 rounds

(1,024 encryption blocks). This issue is exacerbated if the design is pipelined

with internal DFF registers. Alternatively, a bit-serial based design, although

achieves low area and small number of IO ports, has poor latency and can take

1,088 cycles to compute a single encryption. Using 32-bits of parallelism, the

proposed design approach in this thesis reduces encryption time by a factor of

8.5. Furthermore, by reusing encryption blocks, the proposed design reduces

overall footprint by as much as 64 and can be easily integrated into larger

digital systems because of its simpler interface. Comparison of these different

approaches is listed in Table 3.2 and Table 3.3.

The design also features an active-low data-ready signal, active-low asyn-

chronous reset, and internal debug signals for flagging the system’s state of

16



Description Bit-Serial Parallel Round-Parallel (proposed)

Transfer Overheads 64 0 96
Bit-level Encrypt 32 0 1
Round-level Encrypt 32 0 32
Clock Cycles 1,088 1 128
# Encryption cells 2 2,048 32

Table 3.3: Expected timing overhead and resource utilization

operation. The design has potential for integration into larger designs as a

standalone encryption core at both embedded and silicon level. Minimum gate

sizing was used to reduce load capacitance at internal nodes and therefore over-

all switching power consumption. Clock gating with asynchronous logic was

also used to decrease dynamic power dissipation by preventing unnecessary

switching of internal nodes. Power gating was used to further improve power

efficiency by shutting off the supply voltage for idle computational blocks. Ta-

pered buffers were designed to provide external drive strength when interfacing

the pads with external capacitances on the order of tens of picofarads at tens

of megahertz. A separate VDDIO rail was developed to power the aforemen-

tioned tapered buffers. Electrostatic discharge diodes (ESD) were placed on

all of the data IO pins to prevent voltage spikes from reaching the sensitive

gates in the core computational units. Multiple power supply input pins were

used for both VDD and VDDIO to improve power delivery and reduce switch-

ing noise. The primary functional blocks are highlighted in Fig. 3.4 where the

top-level layout is illustrated. A photo of the die is also shown in Fig. 3.5.
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Figure 3.4: Top-level layout of the SIMON core illustrating the functional
blocks, with an area of 0.85mm×0.85mm.
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Figure 3.5: Die photo illustrating the SIMON core and QFN-36 package, with
a footprint of 1.5mm×1.5mm

3.2 Test Methodology and Experimental Re-

sults

The design was fabricated by ON semiconductor’s AMI 0.5µm CMOS tech-

nology node by the MOSIS multi wafer project. The design was placed into

a quad-flat no-leads 36-pin package (QFN-36) and tested on an embedded

19



printed circuit board (PCB). This hardware realization is targeted towards

RFID applications operating at 13.56MHz. Power supply has been separated

into two rails: VDD-Core (for logic) and VDDIO (for input and output pads).

Specifically, power is provided to the local computational blocks through VDD-

core. The power rail used for driving loads at an embedded IO level (capaci-

tance in the range of picofarads) is provided by VDDIO. Testing was done using

an embedded system development board that communicates with a modified

SPI driver to provide stimuli signals.

A 4-layer PCB was fabricated to verify the functionality, as shown in

Fig. 3.6. The 16-pin header on the left side is used for driving input sig-

nals and providing power supply voltage. The supply voltage is provided via

a low-dropout voltage regulator (LDO) with an input voltage configurable for

either the 5V or 3.3V. Output pads are connected to unity gain buffers to

reliably drive large load capacitance on the chip at higher frequencies. At the

target frequency of 13.56MHz, the design requires decoupling capacitors to

provide instantaneous current and maintain supply rail with low noise ( 10%

of nominal voltage). The QFN-36 package was placed in a clamp shell socket

for testing, as shown in Fig. 3.7.
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Figure 3.6: Printed circuit board used to test the fabricated SIMON core
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Figure 3.7: Clamp shell socket where the QFN-36 SIMON IC was placed

The test setup and flow, as conceptually illustrated in Fig. 3.8, is comprised

of a DC switching power supply, a Rigol DS1054Z oscilloscope with 250MSa/s,

an STM32F767 development board and a custom PCB that was described

above. A C# graphical user interface (GUI) was coded to interface with

the oscilloscope via LAN connection and communicate with the development

board via USB-CDC connection. This test setup is depicted in Fig. 3.9. The

SIMON IC encrypted the input correctly across over 200,000 plaintexts at

various frequencies ranging from 100KHz to 18MHz. To demonstrate accurate

functionality, some example waveforms obtained from the scope are illustrated

in Figs. 3.10 to 3.13 for different keys and plaintexts.
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Figure 3.8: Measurement setup and flow including the equipment used

Figure 3.9: Measurement setup used to demonstrate accurate functionality
and investigate power-based side-channel analysis attack
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Figure 3.10: Functional operation for PT vector 0x6565 6877 and CT result
0xC69B E9BB for key 0x1918 1110 0908 0100 on oscilloscope

Figure 3.11: Functional operation for PT vector 0x524A B37D and CT result
0xF514 71C9 for key 0x1918 1110 0908 0100 on oscilloscope
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Figure 3.12: Functional operation for PT vector 0xA417 B2C0 and CT result
0x5770 5FA0 for key 0xA9B3 C891 DFF3 5912 on oscilloscope

Figure 3.13: Functional Operation for PT vector 0xAC91BAC0 and CT result
0x57E1 5C37 for key 0x1029 3847 56AF EDB3 on oscilloscope
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3.3 Comparison of Simulated and Measured

Data

The design was characterized through core power consumption, area, and

throughput, as listed in Table 3.4. According to these results, the post-layout

simulation results and measurement data are sufficiently close in core power

dissipation where the measured power is slightly less. Simulations slightly

overestimated the power results because of the larger load capacitance used

on all 4 output pins. A majority of the total power in this system is consumed

by VDDIO for shifting out the encrypted data. Encryption efficiency of the

core was measured as the throughput per µW (3.25 for simulation vs. 3.29 for

measurement). Post-layout simulations (see Fig. 3.14) demonstrate that the

increased latency due to parasitic impedances is negligible in this technology

node at the target frequency of 13.56MHz. Simulated results demonstrate a

maximum operating frequency of 26MHz. The measurement results demon-

strate a maximum operating frequency of 18MHz due to the development

board used, which was the bottleneck.

Simulation Measurement

Average Core Power(µW) 1041 1029
Core Energy (mJ) 9.83 9.72
Core Efficiency (Kb/sec/µW) 3.25 3.29
Avg IO Power(mW) 10.33 36.41

Transistor count 6278
Area 850µm x 850µm
Throughput(Kbps) 3390

Table 3.4: Comparison of simulated and measured characteristics of the SI-
MON core
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Figure 3.14: Simulated post layout signal with parasitic impedances plotted
with the ideal signal, illustrating a slight delay of 270ps

3.4 Side Channel Attack Methodology

A series of power-based side-channel attacks were performed on the fabricated

chip by using correlation and measuring differential power for various input

traces. The measurement setup shown in Fig. 3.9 was used. Correlation power

analysis (CPA) based attacks correlate power drawn from the device at a given

instance to key guesses.
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For SIMON 32/64, in the first four rounds of encryption, the first four keys

of the key schedule are used and are the optimal points in time to correlate

the known input plaintext against key guesses because the initial keys have

not been diffused into the encryption. An attacker has knowledge of the input

plaintext, but not the key being used. For a given plaintext and key, there is

a partial ciphertext generated during encryption. The Hamming distance be-

tween the original plaintext and the aforementioned partial encryption should

reflect in the power traces. When measured across tens or hundreds of thou-

sands of power traces during these first four cycles, an attacker can correlate a

set of key guesses with the power profile to determine which key guess matches

the power profile best. The Pearson correlation coefficient generalized by (2.4)

is applied to the data sets of this system,

r(k, t) =
ΣN

n=1(hn,k − h̄k) · (pn,t − p̄t)

ΣN
n=1(hn,k − h̄k)2 · (pn,t − p̄t)2

. (3.1)

The hypothetical power matrix is h(n,k), where n = 1, 2...N , where N is the

total number of plaintexts and k = 1, 2, ...K, where K is the total number of

sub-key guesses. The measured power matrix is p(n,t), where n = 1, 2...N ,

where N is the same total number of plaintexts and t = 1, 2...T , where T is

the total number of samples. For a given time instance t in power trace n,

there is an instantaneous power. The power p at this instance t across all N

plaintext encrypted traces should correlate with a hypothetical power matrix.

Correlating these two data sets, there should exist a correlation against the

measured power traces at some time instant t and some key guess k. The

largest correlation coefficient value should reveal what the key is. Knowledge of

the timing characteristics of the circuit at the transistor-level can substantially

reduce the maximum number T required for a successful attack.
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Based on the architecture of the proposed SIMON implementation, 32-

bits of a round are computed in each clock cycle, 16 of which are loaded

in from a previous state and 16 new bits are generated through the round

function. Splitting the attack on the 64-bit key into the 4× 16-bit sub-keys

used in the first four rounds reduces the complexity of guesses. In a brute

force attack, the attacker would need, in the worst case, 264 guesses before

obtaining the correct key. Alternatively, in CPA attack, by observing the first

clock cycle of encryption, an attacker only needs to guess at most 216 key

guesses and determine which one correlates best for that sub-key. The same

procedure can be performed on the subsequent 3 cycles for a total of 4× 16-

bit sub-keys (64-bit seed key). For a given 16-bit sub-key there are 65,536

key guesses, but the guess complexity can further be reduced by observing

Hamming distance of smaller subsets (even 1-bit level sub-keys). As such,

attacks could be performed on static CMOS based ciphers with only a few

hundred key guesses and only ≈ 1,300 power traces [26].

When designs are unrolled into parallel processes, the signal-to-noise ratio

(SNR) degrades, which increases attack complexity. This design employs the

unrolling of the round function into a 32-bit parallel data path. Unrolling

the design further would result in potentially more parallel structures to resist

side-channel attacks while also increasing the hardware cost (power and area),

making the implementation less applicable to lightweight devices. A random

32-bit plaintext is chosen for thousands of samples to develop a power profile

and the list of plaintexts is used to create a Hamming distance profile of

identical length to correlate against the power profiles.

For example, a 1-bit HD model at round 2 has a dependency on 4× round-1

key bits and its own round-2 key bit. For the 3-bit HD from XL1 to XL2, the

key dependency function is provided in Fig. 3.15 and has 256 possible keys
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(excluding XOR dependencies of the second round). Given that the XOR

operation is a conditional inversion, these round-2 XORs would only invert

the value of the deduced key and result in a negative correlation coefficient.

Bit XL3[0] is a function of rotated bit and XOR bit operations on the plaintext

from the first round. Since the plaintext is known in this first round, so are

its rotations, leaving only the XOR operation with the key bit as a variable.

The XL3[2 : 0] primary dependencies for key guess are given by,

XL3[0] = f(K1[0], K1[8], K1[14], K1[15], k2[0]),

XL3[1] = f(K1[0], K1[1], K1[9], K1[15], k2[1]),

XL3[2] = f(K1[0], K1[1], K1[2], K1[10], k2[2]),

XL3[2 : 0] = f(K1[0], K1[1], K1[2], K1[8], K1[9], K1[10], K1[14], K1[15]).

(3.2)

For each bit added to the HD model at a round operation, the complexity

increases exponentially making it infeasible to attack larger HDs or HDs at

deeper intermediate states. There is a single fixed point in time for a single

encryption power profile where correlation between the instantaneous power

and Hamming distance is the greatest. Assuming an attacker has only limited

information about the encryption algorithm/implementation, an attacker then

would not know when this happens and therefore would need to correlate across

a, potentially large, matrix of time values during that clock cycle or multiple

cycles to find the greatest correlation. A set of voltage traces used to measure

power during an encryption is illustrated in Fig. 3.16. There is a clear change

in power behaviour of the circuit for its different operational modes. Note that

the sampling resolution of the power signal should be sufficiently high to have

enough samples per cycle, thereby detecting changes in power for the given

plaintext.
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Figure 3.15: The key dependency function for the 3-bit HD from XL1 to XL2

31



Figure 3.16: A set of voltage traces used to measure power during encryption,
illustrating a clear change in power consumption behaviour of the circuit for
its different operational modes
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In this study, a series shunt resistor is added to measure the power con-

sumption by measuring the voltage across and the current through this resistor.

The resistance should be large enough to yield reasonable signal-to-noise ratio

to accurately measure power consumption, but at the same time, it should

maintain a reasonable operating voltage for the chip. For this system, a 10kΩ

resistor was used. Using a 10kΩ shunt resistor, it is expected that there will be

10mV of drop for every 1µA of current drawn, causing a peak-to-peak supply

noise Vpp of 600mV. Based on post-layout simulations, the expected location

for the greatest correlation is within the second half of the rising edge of a clock

signal. An example of a power trace captured using this method is shown in

Fig. 3.16.

In this study, up to 80K plaintexts were used for the correlation power

analysis attack described above, but the sub-keys of the SIMON cipher could

not be recovered based on the correlations obtained. This behavior could be

explained by the following: (1) bypass (decoupling) capacitors have a non-

negligible impact on the load current, (2) supply rail noise affects the mea-

surements, (3) the sampling frequency of the scope is not sufficient, (4) the

impact of parasitic impedances are non-negligible when measuring instanta-

neous power, (5) larger number of input traces is required due to the proposed

round-parallel architecture. Related to item 3 above, Fig. 3.17 demonstrates

that the difference between the switching time of the targeted XLR registers

and other peripheral circuits such as the key generation and control unit are

on the order of hundreds of picoseconds. Thus, a higher sampling rate would

be needed to distinguish the peak current drawn by the target signal from

other peaks drawn by the peripheral circuits.

Potential future work to facilitate a successful attack includes reducing by-

pass capacitors on the supply rail while maintaining functionality and lowering
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the clock frequency to reduce the amount of current provided by the bypass ca-

pacitors. Furthermore, a redesign of the PCB could reduce overall wirelength

(and related parasitic impedances) in the system. Operating the system at 5V

would increase current and potentially make the correlation more apparent by

reducing ripple at the output of the LDO. Finally, more plaintexts could be

needed to establish the correlation and retrieve the encryption keys.
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Figure 3.17: Data switching activity at the clock edge of first partial encryption, illustrating that the difference
in the switching time of the targeted XLR registers and other peripheral circuits such as the key generation and
control unit is on the order of hundreds of picoseconds
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Chapter 4

Comparative Analysis of S-Box

Implementations on ASIC and

FPGA

A critical step in AES hardware is the design and implementation of S-Box.

The S-Box is a non-linear manipulation and mapping of values in a Galois

field. A Galois field or finite-field is a field that contains a finite number of

elements in the notation GF (pn) where p is a prime number and n is the size

of the polynomial. More specifically, in AES, the field of 28 and irreducible

polynomial x8 + x4 + x3 + x + 1 are used. This step alone can consume as

much as 80% of the encryption core’s area and is a heavily used block for

the algorithm [17]. LUT based approaches using a pre-stored memory and

multiplexing logic face difficulty in pipelining since they have a limited number

of stages that can be added for a performance speedup [29]. Furthermore,

concerns of side-channel leakage in typical implementation using LUTs in this

step have made it an active area of research for alternative techniques [15].
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Galois field arithmetic (GFA) is a method that is used to compute the inverse

in the field rather than using aforementioned LUTs. A common issue with in-

field arithmetic is the computational complexity and efficiency. Architectures

that can do these operations with little compromise in performance and greater

side-channel security are highly desirable. In this thesis, implementations of

Fermat’s Little Theorem are compared to typical LUT implementations in

both FPGA and ASIC platforms.

4.1 Finding Multiplicative Inverses in Galois

Fields

There are several algorithms to find the multiplicative inverse of a number

in a Galois field. The most popular one is a 256-element LUT, desired for

its small footprint and operating speed [21]. A pipelined 256-1 LUT that

completes operation in two clock cycles, as shown in Fig. 4.1, is used in this

work as a reference to compare other approaches. A 256-to-1 MUX can be

used to implement LUT, but it is typically not a preferred method because

of its sensitivity to side-channel attacks based on select inputs [21]. Various

methods exist to mask select inputs to enhance side-channel resistance at the

expense of additional hardware overhead [21, 30, 31, 32].

Fermat’s Little Theorem (FLT) in a 28 finite-field states that the inverse

of a number can be computed using the following [33],

pN−2 = p−1,

x256−2 = x−1,
(4.1)

where in the case of Rijndael’s S-Box used in AES, N = 256 and x is the input
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Figure 4.1: Pipelined AES 256-1 MUX based LUT
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that will be substituted [34]. By computing x254, the multiplicative inverse

can be found for any given input x. FLT implementation is simple since the

design only has multipliers and these multipliers are only XOR operations

when operating in a finite field. Multiplication and modulus operations are

shown in Fig. 4.2. The S-Box substitution with both multiplicative inverse

and affine transformations is provided by,

Y = Inv(X),

Y = X254,

Y = ((((((X2X)2)2X3)2)2)2x6x1)2,

Result = Y ⊕ [Y << 1 ⊕ Y << 2 ⊕ Y << 3 ⊕ Y << 4 ⊕ 0x63].

(4.2)

This relative simplicity provides an opportunity to fold and unfold the multi-

plication operations at various stages to optimize power, area, and efficiency.

Specifically, each multiplication can be folded or unfolded from bit-serial to

full encryption level operation depending upon the application. Using differ-

ent multiplication blocks, a design can be extended to support much higher

speedups in pipelining. For example, Karatsuba multipliers operate the same

in Galois fields as they do with the set of natural numbers, and are used to

reduce gate complexity of each multiplier by half while maintaining the same

gate-depth [35]. A breakdown of how a Karatsuba multiplier is used in these

designs is shown in Fig. 4.3. The original “long multiplication” used in Fig. 4.2

uses 136× XOR and AND gates while the Karatsuba implementation uses 70×

gates, a reduction of almost 2×.

39



Figure 4.2: Traditional “long” multiplier and modulus operation for Galois field
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Figure 4.3: Karatsuba multiplier
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Arch. Name Description

LUT V1 Single-cycle LUT
LUT V2 2-stage pipelined LUT
FLT V1 Single-cycle FLT
FLT V2 12-stage pipelined FLT
FLT V3 11-stage increased parallelism FLT

Table 4.1: Descriptions and labels of the 5 S-Box implementation approaches
that were evaluated in this work

The extended Euclidean algorithm (EEA) obtains the multiplicative in-

verse by computing the greatest common divisor [33]. The algorithm however

is more complex in branching condition, thereby complicating expected branch

prediction if a pipelined implementation is developed. Furthermore, it has a

non-constant run time [20], making it susceptible to relatively simple timing-

based side-channel attacks. Longer or shorter run time of the algorithm leaks

what subset of inputs the plaintext was a part of, thereby simplifying key

guess complexity. Extending run times of all inputs to match the worst run

time input (to reduce the information leakage) would yield a greater number

of rounds needed to compute the inverse than algorithms such as FLT.

To maximize efficiency, a 28 finite field FLT was chosen in this work since

EEA has non-constant run time exposing itself to timing attacks and a likely

larger worst case encryption latency due to its complexity. Two versions of

LUT were assessed: a single cycle 256-1 MUX and a 2-stage 256-1 MUX. Three

variations of FLT were assessed: A single-cycle 12× multiply data path, a 12-

stage pipelined version and a more paralleled 11-stage pipelined version, as

illustrated in Fig. 4.4. All of the five designs were assessed in both FPGA and

ASIC platforms. These designs are summarized (and labeled) in Table 4.1.
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(a) (b) (c)

Figure 4.4: Three variations of FLT that were evaluated in this work: (a)
11-stage pipeline-parallel, (b) single-cycle, and (c) 12-stage pipeline
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4.2 ASIC Synthesis Results

All of the five design approaches were implemented in System Verilog and

synthesized at the gate level using Nangate Open Cell Library in a 45nm tech-

nology node [36]. Correct functionality for each design was demonstrated. In

terms of performance, the FLT and LUT single cycle are comparable in area,

power and delay, but have limited maximum operating frequency. Pipelined

variations of FLT achieve higher operating frequencies than the LUT (see

Fig. 4.5), but suffer from latency and increased dynamic and static power

dissipation due to the number of switching elements and total number of tran-

sistors (see Fig. 4.6). Largest power is consumed by memory elements such as

flip-flops, increasing substantially with each of its many pipeline stages (see

Fig. 4.7). The power-delay product (see Fig. 4.8) shows that FLT implementa-

tions consume much higher power and are slower than their LUT counterparts.

For high performance applications that can tolerate larger power and area,

pipelined FLT circuits offer 30% higher maximum operating speed and through-

put at the expense of 12 clocks of latency. In low power applications, the

single-cycle FLT offers a 7.8% smaller circuit footprint (see Fig. 4.9) and a

comparable power efficiency. The FLT variations use much higher number of

combinational cells. Furthermore, pipelining substantially increases the num-

ber of sequential cells (see Fig. 4.10). The number of ports for each design (see

Fig. 4.11) is greater for the FLT-V2, FLT-V3 and LUT-V2 pipelined designs.

At the top level, FLT based designs use a larger number of nets and total cells

compared to the LUT implementations (see Fig. 4.12).
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Figure 4.5: Maximum operating frequency for different approaches summa-
rized in Table 4.1 for ASIC implementation

4.3 FPGA Results

Using the same System Verilog code described above for ASIC, a programmable

logic layer is implemented on a Zync 7Z007S SoC MiniZED development board

and controlled by an ARM core CPU layer [37]. The programmable logic layer

utilizes an AXI interface to receive a batch of data and compute the inverse.

For this design, latency is defined by the size of the block of data.

Limitations related to the FPGA prevented practical maximum operat-

ing frequency measurements since critical paths are located within the AXI-

interface of the design, as shown in Fig. 4.13. Results listed in Table 4.2 and

shown in Fig. 4.14 demonstrate that the single cycle FLT-V1 has a comparable

size to the single cycle LUT. Pipelined variations of the designs exhibit similar

results as the ASIC implementation. For example, the FLT implementation
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Figure 4.6: Power breakdown for different approaches summarized in Table 4.1
for ASIC implementation

Figure 4.7: Area breakdown for different approaches summarized in Table 4.1
for ASIC implementation

46



Figure 4.8: Power-delay product results for different approaches summarized
in Table 4.1 for ASIC implementation

consumes more area and operates at higher clock speeds. When encrypting a

smaller payload of 256 bytes (see Fig. 4.15) and larger payload of 4,096 bytes

(see Fig. 4.16), the FLT variations have higher throughput at the expense of

a larger area.
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Figure 4.9: Area breakdown for different approaches summarized in Table 4.1
for ASIC implementation

Figure 4.10: Sequential, buffer and combinational cell utilization for different
approaches summarized in Table 4.1 for ASIC implementation
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Figure 4.11: Port utilization for different approaches summarized in Table 4.1
for ASIC implementation

LUT V1 LUT V2 FLT V1 FLT V2 FLT V3

Latency (Clks) 1 2 1 11 12
Encrypt 4096(µs) 12.96 7.36 45.80 7.08 7.26
Encrypt 256 (µs) 1.75 1.78 6.23 1.69 1.75
Resource Usage (Cells used)
BRAM 4 8 4 8 8
FPGA-LUT 39.15 46.98 44.22 49.68 49.56
LUTRAM 13.7 15.87 13.70 16.42 16.95
FF 19.80 25.11 19.80 25.44 25.11
Max Freq (MHz) 172.00 175.00 48.48 177.78 177.78
Slack (ns) 0.01 0.08 0.35 0.14 0.02

Table 4.2: Latency and resource utilization for different approaches summa-
rized in Table 4.1 for FPGA implementation
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Figure 4.12: Net and cell utilization for different approaches summarized in
Table 4.1 for ASIC implementation

Figure 4.13: Maximum frequencies for different approaches summarized in
Table 4.1 for FPGA implementation
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Figure 4.14: Resource utilization for different approaches summarized in Ta-
ble 4.1 for FPGA implementation

Figure 4.15: Latency to encrypt 256 bytes for different approaches summarized
in Table 4.1 for FPGA implementation
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Figure 4.16: Latency to encrypt 4,096 bytes for different approaches summa-
rized in Table 4.1 for FPGA implementation
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Chapter 5

Conclusions

A lightweight SIMON cipher was developed for resource-constrained applica-

tions. The cipher exhibited strong resistance against early attempts of power-

side channel attacks. The system uses a round-parallel architecture to accel-

erate computation while maintaining the same number of memory elements

as a bit-serial implementation. All of the simulations were performed using a

3.3V supply voltage at the 0.5µm ON Semiconductor AMI technology node

for a frequency of 13.56MHz (RFID HF). Average power dissipation during an

encryption is 1.03mW. The design was also fabricated and test results were

obtained. The experimental results sufficiently match simulation results where

the measured encryption efficiency is 3.29kbits/sec/µW.

In the second part of the thesis, a Rijndael S-Box, a primary building

block of AES hardware, was implemented on both FPGA and ASIC using

Synopsys synthesis tools. The primary objective was to compare hardware

performance of alternative means of computing the S-Box operation in the AES

algorithm. Fermat’s Little Theorem (FLT) based implementations consumed

similar power as LUT implementations in low frequency applications with a
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7.2% improvement in area cost. The high performance versions of FLT S-

Box achieved 30% higher maximum frequencies as compared to a simple 256-1

MUX lookup table.

5.1 Future Scope

At the design-level, certain techniques can enhance performance such as the

usage of falling edge triggered flip-flops to mitigate switching noise. Decoupling

capacitors internal to the die can mitigate power supply fluctuations at the

higher frequencies. At the embedded PCB level, the design can be shrunk to

further reduce parasitic impedances. These techniques would enhance overall

signal integrity.

Power based side-channel attack methodology can be improved with higher

sampling rates, reduced supply rail noise, and amplification of the small voltage

drops that indicate instantaneous power during clock edges.

AES circuits can use FLT to enhance efficiency in both high performance

and low power implementations of AES. An extension to these results could

be the analysis of FLT at different levels of folding, from bit-serialized to

fully parallel circuits of the multiplier cell and modulus cell system. Increased

amount of pipelining can also allow higher frequencies of operation and greater

speedup.
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