Introduction

Recently, the mobile devices, such as smartphones, serve as the key computing and communication devices for people’s daily life [1]. A unique characteristic in this regard is the population of sensing devices is much more crowded than mobile wireless sensor networks (MWSN), which gives rise to a novel area of research, termed Mobile Crowdsensing (MCS).

In MCS applications, how to efficiently detect the crowdedness level is an initial yet key requirement for any further extensions. The crowdedness detection in MCS is similar to the neighbor discovery [2] [3] in MWSN, but it only requires an accurate estimation on the neighbors rather than the specific number of the neighbors. However, this relaxation does not make the crowdedness detection in MCS easier than the neighbor discovery in MWSN, because MCS poses three new constraints. (1) The population of mobile devices is highly dynamic. (2) In MCS the mobile devices work autonomously, i.e., a device cannot assume that these duty cycles are chosen from a specific set. (3) The crowdedness detection is often initiated by the users, so a prompt response to the users is more desired in MCS than in MWSN. These new challenges make existing neighbor discovery schemes [2] [3] unsuitable for the crowdedness detection in MCS.

Based on above observations, in this paper we propose a new crowdedness detection scheme called Crowd, which serves as a building block for various MCS applications. Under Crowd, the detecting device adapts its duty cycle according the number of neighbors currently found as so to find the dynamic development of the number of beacons, which is sent by the neighbors for the estimation of crowdedness. This poster hopes to contribute as follows: (1) This poster makes an early attempt to detect crowdedness level of a device’s neighborhood in mobile crowdsensing applications. (2) This paper proposes a crowdedness detection scheme, called Crowd, with practical constraints of mobile crowdsensing in mind. (3) This paper presents a mobile crowdsensing application, called “where is the crowd” (WIC), which leverages Crowd to make a suggestion for the users to avoid the crowd.

Related Work

In a duty cycled network, to find all neighbors, a node has to wake up in several active slots in several periods until all neighbors wake up in the same active slots with all of them. Hence, a straightforward method involves too much latency. To reduce this latency, some advanced schemes are proposed such as Disco [2] and U-connect [5] to set nodes’ duty cycles via certain mathematical theorems so that the time of two nodes encountering is reduced and bounded. The related work is compared in Table 1. However, these schemes fail to detect the crowdedness level of the devices in mobile crowdsensing applications. More importantly, since the duty cycles are generally set according to the battery availabilities in the devices, they cannot be set by some mathematical theorems, i.e., Chinese Remainder Theorem. Nevertheless, this detection scheme leverages that only an accurate estimation of population will suffice, which is a unique opportunity to design the crowdedness detection.

Main Design

In practical applications, the most of neighbors of a node will wake up non-uniformly. Crowd is proposed to detect the crowdedness level in this scenario where we can still assume that there are two kinds of neighbors (called Slot 0 or 1) in one period, the wake-up pattern of a node’s neighbors is uniform. Therefore, we can obtain the crowdedness level of a node’s neighborhood by the following three steps. (1) Finding every starting slot (denoted as $T_i$) of all $N_i$ neighbors of a slot $S_i$ in one period. (2) Obtaining the numbers of wake-up neighbors (denoted as $N_1$, $N_2$, $N_3$, $N_4$) of a node $S_i$ in $T_i$ in $T_{i-1}$, $T_{i-2}$, $T_{i-3}$, and $T_{i-4}$. (3) The crowdedness level $N_i$ can be obtained by $N_i = N_1 + N_2 + N_3 + N_4$. Under this operation, $r$ cannot find $T_1$, $T_{i-1}$, $T_{i-2}$, $T_{i-3}$ due to the sleeping slots. So, Crowd tends to try to sample in every slot set, i.e., $S_1$, $S_2$, $S_3$, with a self-adaptive sample duty cycle operation.

The high level idea of Crowd is simple: $s$ adapts its duty cycle to sample $s$ more frequently if the numbers of the neighbors recently discovered in different slots have a large gap (which indicates a inter-set sample) or vise versa. Let $Z_i^k$ approximately be the original duty cycle (indicated as DC of $s$). Let $N_i$ be the number of the neighbors discovered in slot $S_i$, then the sample duty cycle (indicated as SDC) after $(k-1)th$ sample is given by SDC = 1ifozen$Z_i^12^Z_i^kN_i(1-100)/100$ if $Z_i^k(2^Z_i^k-1)/Z_i^k100<100$.

Given that the number of $s$’s neighbors waking up in the interval $[T_i,T_{i+1}]$ is Poisson distributed with mean $\lambda_i$, the expected number (denoted as $E[N_i]$) of the neighbors that is assigned to $s$ is $E[N_i] = \lambda_i\cdot\left(T_i-T_{i-1}\right)/t$, where $t$ is the length of a slot, and $\lambda_i = \left(N_1+N_2+N_3+N_4\right)/t$. Therefore, if times $i$ of waking up in recent 100 slots be $R_i$, then $N_i = \sum_{N_k}N_k+\sum_{N_k} \lambda_i\cdot\left(T_i-T_{i-1}\right)/t$.

The detailed scheme of Crowd is given in Algorithm 1.

Application

We propose a simple yet representative MCS application called “where is the crowd” (WIC). In WIC, the user is required to install an app on the mobile device. When the user enters a crowded area, e.g., airport as in Fig. 1. and wants to find a place with a desired crowdedness level, the following steps describe WIC. (1) The user turns on WIC on the mobile device such as a smart phone. (2) WIC communicates with the beacons by other mobile devices with WiFi radio. (3) WIC shows the crowdedness level of the user’s neighborhood on the device’s screen by a colored circle, where the color represents the crowdedness level, as shown by Fig. 2. (4) By collecting the neighbor information of the user’s one-hop neighbors (sent by the neighbors in the beacon set) and using the Algorithm 1, WIC shows the crowdedness level of the representative neighbors (e.g., WiFi base stations) on the screen by several colored circles, as shown by Fig. 2. (5) By the WiFi base stations on the public areas with location information as shown by Fig. 1. WIC can turn those colored circles into a crowdedness level map as Fig. 2. (6) The user can follow this map on the device’s screen to the place with a desired crowdedness level.

Conclusions

In this paper, we propose a new crowdedness detection scheme called Crowd, serving as a building block for various MCS applications. Different from existing neighbor discovery schemes, our work enables the user to accurately detect the crowdedness of the neighborhood within an acceptable response time. We also present an actual mobile crowdsensing application, called “Where is the crowd”, which takes advantages of Crowd. In this application, the user can be informed with the crowdedness level of his or her neighborhood by a virtual map on his mobile device screen, and can make a better decision. In the future work, we plan to further take advantages of the neighbor tables to reduce the response time. In addition, an implement of Crowd and “where is the crowd” on a well known platform will be the another possible extension. It is another necessary step to bring mobile crowdsensing applications into reality.
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Table 1: Related Work

<table>
<thead>
<tr>
<th>Name</th>
<th>Schedule</th>
<th>Functionalities</th>
<th>Latency</th>
<th>Power Latency Product (Metric)</th>
<th>Power Cons</th>
<th>Cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>Optimal</td>
<td>Centralized</td>
<td>Optimal Solution</td>
<td>$A_s = \frac{1}{2^{\frac{1}{n}}}$</td>
<td>$L_s = \frac{1}{2^{\frac{1}{n}}}$</td>
<td>$\frac{1}{2^{\frac{1}{n}}}$</td>
<td>$N/A$</td>
</tr>
<tr>
<td>Birthday</td>
<td></td>
<td></td>
<td>$A_s = \frac{1}{2^{\frac{1}{n}}}$</td>
<td>$L_s = \frac{1}{2^{\frac{1}{n}}}$</td>
<td>$\frac{1}{2^{\frac{1}{n}}}$</td>
<td>$N/A$</td>
</tr>
<tr>
<td>Quorom</td>
<td>$(m_s, n_s)$</td>
<td>$A_s = \frac{m_s}{n_s}$</td>
<td>$L_s = \frac{n_s}{m_s}$</td>
<td>$\frac{m_s}{n_s}$</td>
<td>$\frac{n_s}{m_s}$</td>
<td>$\frac{1}{2^{\frac{1}{n}}}$</td>
</tr>
<tr>
<td>Disco</td>
<td>$(m_s, n_s)$</td>
<td>$A_s = \frac{m_s}{n_s}$</td>
<td>$L_s = \frac{n_s}{m_s}$</td>
<td>$\frac{m_s}{n_s}$</td>
<td>$\frac{n_s}{m_s}$</td>
<td>$\frac{1}{2^{\frac{1}{n}}}$</td>
</tr>
<tr>
<td>Synchronous</td>
<td>$(m_s, n_s)$</td>
<td>$A_s = \frac{m_s}{n_s}$</td>
<td>$L_s = \frac{n_s}{m_s}$</td>
<td>$\frac{m_s}{n_s}$</td>
<td>$\frac{n_s}{m_s}$</td>
<td>$\frac{1}{2^{\frac{1}{n}}}$</td>
</tr>
</tbody>
</table>

1. Server as a Benchmark 2. More efficient latency

$\sum_{N_k}N_k+\sum_{N_k} \lambda_i\cdot\left(T_i-T_{i-1}\right)/t$.